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Course Teaching Credits
5. No. | Type Course Name Scheme
Code L T P
| Core | Advanced Dngital Signal Processing 3 0 0 3
2 Core 2 Digital Image and Video Processing 3 00 3
Prog. Elective 1
3 Specific a. DSP Architectures 3 0 0
Elecuve | b. Statistical Signal Processing 3
¢. Cogmnuve Radio
Prog. Elective 11
4 Speafic | a. Adaptive Signal Processing 3 o | o
Elective b. Dugital Data Communication 3
¢. Coding Theory & Apphcanons
3 Lab 1 Advanced Dhgital Signal Processing Lab 0 0 4 2
(i Lab2 Diagital Image and Video Processing Lab 0 0 4 2
7 MC Research Methodology and IPR 2 ) 0 2
B Aud 1 Audit Course 1 2 0 0 0
Toial s | O | B 18

Il Semester

» FirstRanker.com

5. No. | Course Name of the Subject Credits
Tvpe/ Teaching
Code Scheme
L 1 P
1 Core 3 Pattern Recogmition and Maghine Learming 3 0] 0 i
2 Core 4 Detection and Estimanion Théory 3 0 0 3
Prog. Elective 111
3 i]]:"'-".-'l_ﬁ'-' a. [DT and Appliu:uii:-_um 3 ol o
echive b. Wireless SeasorNetworks 3
¢. Soft Computing Technigues
Prog. Elective IV
4 Specific a. Smart Antennas 3 0 0
Elecuve b. Biomedical Signal Processing 3
c. Opucal Networks
5 Lab 1 Pattern Recosmtion and Machine Learning Lab ] 1] 4 2
6 Lab2 Detection and Estiimation Theory Lab 0 0] 4 2
7 MP Mim Project (Seminar) 0 0] 4 2
B Aud 2 Audit Course 2 2 o]0 i
Total 14 L 3 18
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5. Course Subject Teaching Credit
No. | Tyvpe/Code Scheme 5
L T P
Prog. Electivie-¥ 3 0 0 3
1 Specific a. Optimization Techniques
Elective b. Modeling and Simulation Techmques
¢. Amificial Intelhgence
2 Open a. Business Analytics 3 0 0 3
Elective b. Industrial Sutl"t}'
¢. Operanions Research
d. Cost Management of Engineening Projects
e. Composite Matenals
f. Waste to Energy
31 | Dissertation | Dissertation Phase — | 0 0 |20 10
Total 17 (1] 20 6
IV Semester
5. No. Course Subject Teat:iir.g Credits
Code Schieme
LT P
| Mhsserfanion | Dissertation Phase — 11 — | [ 32116
Total - 4 | 32 | 16

Audit course 1 & 2
English for Research Paper Wniting
Disaster Management
Sanskrit for Technical Knowledge
Value Education

L.

I

Constitution

of India

Pedagogy Studies

Stress Management by Yoga

Personality Development through Life Enlightenment Skills.
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L T P i
I Year 1 Semester
3 ] ] 3

ADVANCED DIGITAL SIGNAL PRONCESSING

Course Objectives

At the completion of this course, the student should have in depth knowledge of processing digital signals.
To study about discrete time systems and to learn about FFT algorithms.

To study the design techniques for FIR and 1R digital filters

To study the finite word length effects in signal processing

To study the properties of random signal, Multimte digital signal processing and about QMF  filters

Lo ek b=

Umit 1

Overview of DSP, Characterization in time and frequency, FFT Algorithms, Digital filter design and
structures: Basic FIR/IR filter design &structures, design techniques of linear phase FIR filters, 1R
filters by impulse invanance, bilinear transformation, FIR/IIR Cascaded lattice structures, and Parallel
all pass realization of [IR.

Unit 2
Multn rate DSP, D¢cimators and Interpolators, Sampling rate conversion, multstage decimator &
interpolator, poly phpse filters, QMF, digital filter banks, Applications in sub band jcoding.

Unit 3
Linear prediction & optimum linear filters, stationary. random process, forward-backward linear
prediction filters, solution of normal equations, AR Lathice and ARMA Lattice-Ladder Filters, Wiener
Filters for Filtering and Prediction.

Umit 4

Adaptive Filters, Applications, Gradient ‘Adaptive Lattice, Minimum mean square criterion, LMS
algorithm, Recursive Least Square algorithm. Estimation of Spectra from Finite-Duration Observations
of Signals. Nonparametric Methods, for Power Spectrum Estimation, Parametric Methods for Power

Spectrum Estimation, Minimum- Variance Spectral Estimation, Eigen analysis Algonithms for Spectrum
Estimation.

Unit 5
Application of DSP & Multi rate DSP, Application to Radar, introduction to wavelets, application to
image processing, design of phase shifters, DSP in speech processing & other applications

TEXT BOOKS:

1. 1.G.Proakis and D.G.Manolakis “Digital signal processing: Principles, Algonthm and
Appheanons”, 4th Edition, Prentice Hall, 2007,

2. N. L. Fhege, “Mulurate Dhgital Signal Processing: Multirate Systems -Filter Banks — Wavelets”,
1" Edition, John Wiley and Sons Lid, 1999
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REFERENCES:

1.
2

Bruce W. Suter, “Multirateand Wavelet Signal Processing”™, | “Edition, Academic Press, 1997,

M. H. Hayes, “Statistical Dhgital Signal Processing and Modeling™, lohn Wiley & Sons
Inc. 2002,

S.Haykin, “Adaptive Filter Theory™, 4 Edition, Prentice Hall 2001.

D.G. Manolakis, V.K.Ingle and 5.M.Kogon, “Stanstical and Adaptive Signal Processing”,
McGraw Hill, 2000,

Course Outcomes:
At the end of this course, students will be able to
To understand theory of different filters and algorithms
To understand theory of multirate DSP, solve numerical problems and write algorithms
To understand theory of prediction and solution of normal equations
To know applications of DSP at block level
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I Year 1 Semester

DIGITAL IMAGE and VIDEQ PROCESSING

Course Objectives
1. Tostudy the image fundamentals and mathematical transforms necessary for image Processing.
2. To study the image enhancement techmiques
3. Tostudy image restoration procedures.
4. To study the image compression procedures.

UNIT 1:

Fundamentals of Image Processing and Image Transforms: Introduction, Image sampling,
Quantization, Resolution, Image file formats, Elements of image processing system, Applications of
Digital image processing. Introduction, Need for transform, image transforms, Fourier transform, 2 D
Discrete Fourier transform and its transforms, Importance of phase, Walsh transform, Hadamard
transform, Haar transform, slant transform Discrete cosine transform, KL transform, singular value
decomposition, Radon transform. comparison of different image transforms.

UNIT 2:
Image Enhancement: Spatial domain methods: Histogram processing, Fundamentyls of Spatial filtering,
Smoothing spatial filfers, Sharpening spatial filters. Frequency. domain methods: |Basics of filtering in
frequency domain, image smoothing, image sharpening, Selective filtering.
ImageRestoration: Introduction to Image restoration, \Image degradation, Types of image blur,
Classification of image restoration techniques, Image westoration model, Linear and Nonlinear image
restoration techmiques, Blind deconvolution.

UNIT 3:

Image Segmentation: Introduction to mage segmentation, Pomnt, Line and Edge Detection, Regmon
based segmentation., Classification of ségmentation techniques, Region approach to image segmentation,
clustenng techmques, Image segmientation based on thresholding, Edge based segmentatbion, Edge
detection and linking, Hough transform, Active contour

Image Compression: Introduction, Need for image compression, Redundancy in images, Classification
of redundancy in images, image compression scheme, Classification of image compression schemes,
Fundamentals of information theory, Run length coding, Shannon — Fano coding, Huffman coding,
Anthmetic coding, Predictive coding, Transformed based compression, Image compression standard,
Wavelet-based image compression, JPEG Standards.

UNIT 4:

Basic Steps of Video Processing: Analog Video, Digital Video. Time-Varying Image Formanon models:
Three-Dhmensional Motion Models, Geometnc Image Formaton, Photometne Image Formaton,
Sampling of Video signals, filtering operations.
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UNIT 5:

2-D Motion Estimation: Optical flow, General Methodologies, Pixel Based Motion Estimation, Block-
Matching Algorithm, Mesh based Motion Estimanon, Global Motion Estimation, Region based Motion
Estimation, Multi resolution motion estimation, Waveform based coding, Block based transform coding,
Predictive coding, Application of motion estimation in Video coding.

TEXT BOOKS

1. Dngital Image Processing — Gonzaleze and Woods, 3rdEd., Pearson.

2. Video Processing and Communication — Yao Wang, JoemOstermann and Ya—quin Zhang. 1¥Ed., PH
Int.

3. S.Jayaraman, S.Esakkirmjan and T.VeeraKumar, “Digial Image processing. TataMcGraw Hall
publishers, 200/

REFRENCE BOOKS

IL.Dhgital Image Processing and Analysis-Human and Computer Vision Applhicanon with CVIPTools—
ScotteUmbaugh, 2™ Ed, CRC Press, 2011.

2.Ingital Video Processing — M. Tekalp, Prentice Hall International.

4 Multi-dimentional Signal, Image and Video Processing and Coding — John Woods, 2ndEd. Elsevier.

5.Digital Image Processing with MATLAR and Labview — Vipula Singh. Elsevier.

1. Defining the digital image, representation of digital image, importance of impge resolution,
apphications in 1

2. Know the advantages of representation of digital images in transform domain, application of
various image transforms.

3. Know how an image can be enhanced by using histogram techniques, filtering techniques etc

4. Understand image degradation, image restoration technigues using spatial filters and frequency
doman

5. Know the detection of point, line and edges in images, edge linking through local processing,
global processing.

6. Understand the redundancy iirimages, vanous image compression technigues.

7. Know the video technology from analog color TV systems to digital video systems, howvideo
signal 15 sampled and filtering operations in video processing.

8. Know the general methodologies for 2D motion estimation, various coding used n video
processing
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I Year 1 Semester

DSP ARCHITECTURES
(Elective - 1)

Unit 1

Programmable DSP Hardware: Processing Architectures (von Neumann, Harvard), DSP core
algorithms (FIR, IIR, Convolution, Correlation, FFT), IEEE standard for Fixed and Floating Point
Computations, Special Architectures Modules used 1in Dagital Signal Processors (hke MAC umt, Barrel
shifiers), On-Chip peripherals, DSP benchmarking.

Unit 2
Structural and Architectural Considerations: Parallehism in DSP processing, Texas Instruments TMS320
Digital Signal Processor Famihes, Fixed Poant TI DSP Processors: TMS320C1X and TMS320C2IX
Famly, TM5320C25 —Internal Architecture, Anthmetic and Logic Unit, Auxihary Regmsters, Addressing
Modes (lmmediate, Direct and Indirect, Bit-reverse Addressing), Basics of TMS320C54x and C35x
Families in respect of Architecture mpmuernenls and new appln.atmns ﬁelds TMS320C5416 DSP
Architecture, Me : : j . z Examples for assembly
coding.

Umit 3
YLIW  Architecturef E‘un-mt DSP Architectures, GPUs as an allm'mlive o DSEP Processors,
TMS3I20CHX Famulyy, ¢tailed study of ISA,
Assembly Language Assembly Language

programmung, On-chap pe:nphErals_ Eu'nple :rppl:catmns dmlnprnenls as an emhﬁided environment.

Uit 4

Mulii-core DSPs: Introduction to Multi-core computing and applicability for DSP hardware, Concept of
threads, introduction to P-thread, mutex and similar concepts, heterogeneous and homogenous multi-
core systems, Shared Memory parallel programming —OpenMP approach of parallel programming,
PRAGMA directives, OpenMP Constriels for work sharing like for loop, sections, T1 TMS320C66T8
(Eight Core subsystem).

Unit 5
FPGA based DSP Systems: Limitations of P-DSPs, Requirements of Signal processing for Cognitive
Radio (SDR), FPGA based signal processing design-case study of a complete design of DSP processor.

TEXT BOOKS
I. M. Sasikumar, D). Shikhare, Ravi Prakash, “Introduction to Parallel Processing”, 1"Edition,
PHL2006.
2. FayezGebali,“ AlgorithmsandParallelComputing”, 1 “Edition, JohnWiley&Sons, 2011
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REFERENCES

2
3

Rohit Chandra RameshMenon, Leo Dagum, David Kohr, DrorMaydan, Jeff McDonald,“Parallel
Programming in OpenMP”, st Edition, MorganKaufman, 2000.

Ann Melmchuk,Long Talk, “Multicore Embedded systems™, 1* Edition, CRCPress 2010,

Wayne Wolf, “High Performance Embedded Computing: Architectures, Applications and
Methodologies™, 1"Edition, Morgan Kaufman, 2006.

E.5.Gopi, “Algorithmic Collections for Digital Signal Processing Applications Using
MATLARB™, 17 Edition, SpringerNetherlands 2007

Course (Outcomes:
At the end of this course, students will be able to
Identify and formalize architectural level characterization of P-DSP hardware

2. Ability to design, programmung (assembly and C), and testing code using Code Composer Studio

environment
Deployment of DSP hardware for Control, Audio and Video Signal processing applications
Understanding of major areas and challenges in DSP based embedded systems.
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I Year 1 Semester

STATISTICAL SIGNAL PROCESSING
[Elective - 1)

UNIT 1
Signal models and characterization: Types and properties of statistical models for signals and how they
relate to signal processing, Common second-order methods of charactenzing signals including
autocorrelation, partial correlation, cross-correlation, power spectral density and cross power spectral
density.

UNIT 2

Signal Modelling : The least squares method, The pade approximation, Pronys method, pole zero
maodeling, shanks method, all-pole modeling, FIR least squares inverse filters, Iterative pre filtering,
Fimite data records, Autocorrelation method, Covanance method,

UNIT 3
Levinson recursion: Levinson durbin recursion, the step up and step down recursions, The Inverse
Levinson durbinrecursion, Theschur recursion, The cholesky decomposimion, The autocorrelation
extension problem, The levinson recursion, The split levinson recursion.

Statistical parameter_estimation: Maximum hkehood estimahon, maximum a posierior estimation,
Cramer-Rao bound.

UNIT4
Eigen structure basgd frequency estimation: Pisarenko, MUSIC, ESPRIT their apphication sensor array
direction finding.
Spectrum estimation: Moving average (MA), Auto Regressivie (AR), Auto Regregsive Moving Average
(ARMA), Vanous nom= 1 Thes.

UNIT 5
Wiener filtering: The finite impulse case, causal and non-causal infinite impulse responses cases,Least
mean squares adaptation, recursive least squares adaptation, Kalman filtering.

TEXT B(OOKS:
1. Steven M.Kay, fundamentals of statisnical signal processing: estimation Theory, Pretice-Hall, 1993,

2. Monsoon H. Hayes, Stastical digital signal processing and modeling, USA, Wiley, 1996,

REFERENCE BOOKS:

. Dimutns G.Manolakis, Vmay K. Ingle, and Stephen M. Kogon, 5Statistical and adaptive
signalprocessing, Artech House, Inc, 2005, ISBN 1580536107

Course Outcomes:

1. Analyze signals and develop their statistical models for efficient processing

2. Formulate filtering problems from real life applications and design filtering solutions to estimate a
desired signal from a given mixture by minimizing a cost function

3. Design and analyze efficient algorithms for estimation of various parameters of signals with
different constraints

4. Develop efficient methods for spectrum and frequency estimation suiting the requirements derived
from practical problems
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Year I Semester

COCGNITIVE RADIOD
[ Elective <1}

Unit 1

Introduction to Cognitive Radios: Digital dividend, cognitive radio (CR) architecture, functions of
cognitive radio, dynamic spectrum access (DSA), components of cognitive radio, spectrum sensing,
spectrum analysis and decision, potential applications of cognitive radio.

Unit 2

Spectrum Sensing: Spectrum sensing, detection of spectrum holes (TVWS), collaborative sensing, geo-
location database and spectrum sharing business models (spectrum of commons, real time secondary
spectrum market).

Unit 3
Optimization Techniques of Dynamic Spectrum Allocation: Linear programming, convex
programmung, non-linear programmung, nleger programmmng, dynamuc programmung, stochastic
programming.

Unit 4
Dynamic Spectrum| Access and Management: Spectrum broker, cogmitive |radio architectures,
centralized dynamuc| spectrum access, distnbuted dynamic spectrum access, leatning algonthms and
protocols.

Unit 5
Spectrum Trading: Introduction to spectrum trading, classification to spectrum trading, radio resource
pricing, brief discussion on economics theories in ‘DSA (utility, auction theory), classification of
auctions (single auctions, double auctions, concufrént, sequential).Research Challenges in Cognitive
Radio: Network layer and transport layer issues, ¢ross- layer design for cognitive radio networks

TEXT BOOKS:
1. Ekram Hossan, DusitMiyate, Fhu Han, “Dvnamic Spectrum Access and Management in
Cogmitive Radio Networks™: Cambnidge University Press, 2009,
2. Kwang-Cheng Chen, Ramjee Prasad, “Cogmitive radio networks”, John Wiley & Sons
Ltd..2009.
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REFERENCE B(OOKS

1.
2

Bruce Fette, “Cognitive radio technology™, Elsevier, 2* edition, 2009,
Huseyin Arslan, “Cognitive Radio, Software Defined Radio, and Adaptive Wireless Systems™,
Springer, 2007,

Francisco Rodngo Porto Cavaleanti, Soren  Andersson, “Opumizing  Wireless
Communication Systems™ Springer, 2009,

Linda Doyle, “Essentials of Cognitive Radio™, Cambridge University Press, 2009

Course Outcomes
At the end of this course, students will be able to

1.
2

3

Understand the fundamental concepts of cognitive radio networks.

Develop the cognitive radio, as well as techniques for spectrum holes detection that cognitive
radio takes advantages in order to explot it

Understand technologies to allow an efficient use of TVWS for radio communications based on
two spectrum sharing business models/policies.

Understand fundamental issues regarding dynamie spectrum access, the radio-resource
management and trading, as well as a number of optirmisation techniques for better spectrum
exploitation.
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I Year 1 Semester

ADAPTIVE SIGNAL PROCESSING
(Elective —II)

UNIT -1

Introduction to Adaptive Systems: Adaptive Systems: Defimtions, Characteristics, Applications,
Example of an Adaptive System. The Adaptive Linear Combiner - Description, Weight Vectors,
Desired Response, Performance function - Gradient & Mean Square Error.

UNIT -2

Development of Adaptive Filter Theory & Searching the Performance surface:

Introduction to Filtening - Smoothing and Prediction — Linear Optimum Filtening, Problem statement,
Principle of Orthogonality - Minimum Mean Square Error, Wiener- Hopf equations, Error
Performance surface

Searching the performance surface — Methods & Ideas of Gradient Search methods, Gradient
Searching Algorithm & its Solution, Stability& Rate of convergence , Learning Curve.

UNIT -3
Steepest Descent Algorithms: Gradient Search by Newton's Method, Method of Steepest Descent,
Companson of Legrning Curves.

UNIT 4
LMS Algorithm & Applications: Overview - LMS Adaptation algorithms, Stability & Performance

analysis of LMS Algorithms - LMS Gradient & Stochastic algonithms - Convergence of LMS
algonithm.

Applications: Noise cancellation — Cancellation of Echoes in long distance telephone circuits,
Adaptive Beam forming.

UNIT -5
RLS &Kalman Filtering: Introdoction to RLS Algorithm, Statement of Kalman filtering problem,
The Innovation Process, Estimation of State using the Innovation Process- Expression of Kalman

Gain, Filtering Examples using Kalman filtering.

TEXT BOOKS

1. Aaptive Signal Processing - Bernard Widrow, SamuelD.Streamns, 20035, PE.
2. Adaptive Filter Theory - Simon Havkain-, 4th Ed., 2002,PE Asia.

REFERENCE BOOKS

1. Optimum signal processing: An introduction - Sophocles.]. Orfamadis, 2™ Ed., 1988,
MeGraw-Hill, New York

2. Adaptuive signal processing-Theory and Applications - 5. Thomas Alexander, 1986,
Springer —Verlag.
3. Signal analysis — Candy, McGraw Hill Int. Student Edition
4. James V. Candy - Signal Processing: A Modemm Approach, McGraw-Hill, International
Fritrom—aes
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I Year 1 Semester

DIGITAL DATA COMMUNICATIONS
(Elective =11)

Course objectives
The main objectives of this subject are:

Different modulation techniques to improve the bandwidth and their properties.
Networking and different protocol systems.

Error estimation and correction, asynchronous and synchronous protocols.
Multiplexing techniques, different networking connections and interfacing devices.
Multiple access techmques and analysis.

W e b

UNIT -1
Digital Modulation Schemes: BPSK, QPSK. EPSK. 16PSK. BQAM. 160QAM, DPSK — Methods, Band
Width Efficiency, Carner Recovery, Clock Recovery.

UNIT -2
Basic Concepts of Data Communications, Interfaces and Modems:
Data Communicatiofi Networks, Protocols and Standards, UART, USB, Line Cogfiguration, Topology,
Transmission Modes, Digital Data Transmission, DTE-DCE interface, Categores ¢f
Metworks — TCP/IP Protocol smite and Companson with OS] madel.

UNIT -3

Error Correction: Types of Errors, Vertical Redundaney Check (VRC), LRC, CRC, Checksum, Error
Correction using Hammung codeData Link Contrel: Line Disciplhine, Flow Control, Error Control
Data Link Protocols: Asynchronous Protocols; Synchronous Protocols, Character Onented Protocols,
Bit-Onented Protocol, Link Access Procedures.

UNIT -4

Multiplexing: Frequency Division, Multuplexmg (FDM) Time Division Muluplexing (TDM),
Multiplexing Apphcation, DSL.

Local Area Networks: Ethemet, Other Ether Networks, Token Bus, Token Ring, FDDL
Metropolitan Area Networks: IEEE 8026, SMDS

Switching: Circunt Swatching, Packet Switching, Message Swatching.

Networking and Interfacing Devices: Repeaters, Bndges, Routers, Gateway, Other Devices.

UNIT -5:

Multiple Access Technigues:

Frequency- Division Multiple Access (FDMA), Time - Division Muluple Access (TDMA), Code
Division Multple Access (CDMA), OFDM and OFDMA. Random Access, Aloha- Carner Sense
Multuple Access (CSMA)- Carner Sense Muluple Access with Collsion Avodance{CSMA/CA),
Controlled Access- Reservanon- Polhng- Token Passing, Channelization

TEXT BOOKS

L. Data Commumcanion and Computer Networking - B. A Forouzan, 2™ Ed., 2003, TMH.

2. Advanced Electronic Communication Systems - W. Tomasi, 5® Ed., 2008, PEL
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REFERENCE BOOKS:

1. Data Commumcations and Computer Networks - Prakash C. Gupta, 2006, PHI.

2. Data and Computer Communications - William Stallings, 8® Ed_, 2007, PHL

3. Data Communication and Tele Processing Systems -T. Housely, 2 Ed, 2008, BSP.
4. Data Commumications and Computer Networks- Brijendra Singh, 2* Ed., 2005, PHL

Course outcomes:

At the end of this course the student can able to:

1. Model digital commumcation system using appropriate mathematcal techmques (error probability,
constellation diagrams, pharos diagrams).

2. Understanding the basic concepis of how digital data 1s transferred across computer networks.
3. Independently understand basic computer network technology.

4. Understand and explain Data Commumnications System and 1ts components.

5. ldentify the different types of network topologies and protocols.

6. Enumerate the layers of the OSI model and TCP/IP. Explain the function(s) of each layer.

7. Identify the different types of network devices and their functions within a network

8. Understand and building the skills of sub netting and routing mechanisms.

9. Familiarity with the basic protocols of computer networks, and how they can be used

10. To assist in network design and implementation.
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I Year 1 Semester

CODING THEORY AND APPLICATIONS
(Elective -I1)

UNIT -1

Coding for Reliable Digital Transmission and Storage: Mathematical model of Information, A
Logarithmic Measure of Information, Average and Mutual Information and Entropy, Types of Errors,
Error Control Strateges.

Linear Block Codes: Introduction to Linear Block Codes, Syndrome and Error Detection, Minimum
Distance of a Block code, Error-Detecting and Error-correcting Capabilities of a Block code, Standard

array and Syndrome Decoding, Probability of an undetected error for Linear Codes over a BSC,
Hamming Codes. Applications of Block codes for Error control in data storage system

UNIT -2

Cyelic Codes: Descniption, Generator and Panty-check Matnces, Encoding, Syndrome Computation
and Emor Detection, Decoding Cychie Hammung Codes, Shortened cyclic codes, Error-trapping
decoding for eyclic codes, Majority logic decoding for cyelie codes.

UNIT -3

Convolutional Cod¢s: Encoding of Convolutional Codes, Structural and Distance| Properties, maximum
likelihood decoding| Sequential decoding, Majority- logic decoding of Convolutipn codes. Application
of Viterbn Decoding pnd Sequential Decoding, Applications of Convolutional codeg in ARQ) system.

UNIT 4
Burst —~Error-Correcting Codes: Decoding of Single-Borst error Correcting Cyclic codes, Single-Burst-
Error-Correcting Cyelic codes, Burst-Error-Correcting Convolutional Codes, Bounds on Burst Error-

Correcuing Capability, Interleaved Cyche and Convolunional Codes, Phased-Burst —Error-Correcting
Cyelic and Convolutional codes.

UNIT -5

BCH - Codes: BCH code- Defintion, Minimum distance and BCH Bounds, Decoding Procedure for
BCH Codes- Syndrome Computation and lterative Algonthms, Error Location Polynomals and
Numbers for single and double.érror correction

TEXT BOOKS:

1. Error Control Coding- Fundamentals and Applications —Shu Lin, Damel J.Costello Jr, Prentice
Hall, Inc.

2. Emor Correcting Coding Theory-Man Young Rhee- 1989, McGraw-Hill Publishing.

REFERENCE BOOKS:

1. hgtal Commumcatons-Fundamental and An{:npliuati::nn - Bernard Sklar, PE.

2. Dhgtal Commumications- John G. Proakis, 57 Ed., 2008, TMH.
3. Introduction to Error Control Codes-Salvatore Gravano-ox ford

4. Error Correction Coding — Mathematical Methods and Algonthms — Todd K. Moon, 2006,
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Course Quicomes:

On completion of this course student will be able to

1. Learning the measurement of information and errors.

2. Obtan knowledge in designing Linear Block Codes and Cychie codes.

3. Construct tree and trellies diagrams for convolution codes

4. Design the Turbo codes and Space nime codes and also thewr apphcations
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ADVANCED DIGITAL SIGNAL PROCESSING LAB

List of Assignmenits:

g N W A W

P -

4.
15.
16.
17.

. Cascade Dhgi

. Convolution

Basic Signal Representation

Correlation Auto and Cross

Stability Using Hurwitz Routh Criteria

Sampling FFT Of Input Sequence

Butterworth Low pass And High pass Filter Design
Chebychev Type LII Filter

State Space Matrix from Differential Equation
MNormal Equation Using Levinson Durbin

Decimanion And Interpolation Using Ranonale Factors

. Maximally Decimated Analvsis DFT Falter

tal IIR Filter Reahzation
d M Fold Decimation &PSD Estimator

. Estimaton of PSD

Inverse Z Transform

Group Delay Calculation
Separation of T/F

Parallel Realization of IR, filter

Course Ouicomes:
At the end of this course, students will be able to

Design different digital filters in software

2. Apply vanous transforms in time and frequency

3

Perform decimation and interpolation

o
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DIGITAL IMAGE AND VIDEOQ PROCESSING LAB

List of Assignments:

I. Perform basic operations on images like addition, subtraction etc.
Plot the histogram of an image and perform histogram equalization
Implement segmentanion algonthms

Perform video enhancement

Perform video segmentation

Perform image compression using lossy technigue

B I S

Perform image compression using lossless technique
8. Perform image restoration

9, Converl a co

10. Calculate boyndary features of an image

11. Calculate regjonal features of an image

12. Detect an objlect in an image/video using template matching/Bayes classifie

Course Dutcomes:
At the end of this course, students will be ‘able to
1. Perform image and video enhancemient

2. Perform image and video segmentation
3. Detect an object in an imagévideo
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RESEARCH METHODOLOGY AND IPR

Unit 1

Meaning of research problem, Sources of research problem, Criteria Charactenstics of a good research
problem, Errors in selecting a research problem, Scope and objectives of research problem. Approaches
of investigation of solutions for research problem, data collection, analysis, interpretation, Necessary
instrumentations

Unit 2
Effective literature studies approaches, analysis Plagiarism , Research ethics,

Unit 3
Effective technical writing, how to write report, Paper Developing a Research Proposal, Format of
research proposal, a presentation and assessment by a review commuitlee

Unit 4

Nature of Intellectual Property: Patents, Designs, Trademarks and Copyright. Process of Patenting and
Development: technologcal research, mn::n.atmn_ ]:mtentmg. deﬂ.elupmenl International Scenano:
International cooperaf L i tLlE: T Patenting under PCT.

Unit 5
Patent Rights: Scope|of Patent Rights, Licensing and transfer of technology, Pafent information and
databases, Geographigal Indications.

Unit 6
New Developments in IPR: Administration of Patent System. New developments in IPRLIPR of
Biological Systems, Computer Software etc. Traditional” knowledge Case Studies, IPR and 1ITs.

TEXT BOOKS

1. Stuart Melville and Wayne Goddard, “Research methodology: an introduction for science&
engineering students™.

2. Wayne Goddard and Smart Melville! “Research Methodology: An Introduction™

REFERENCES

Ranjit Kumar, 2nd Edition , *Research Methodology: A Step by Step Guide for beginners”
Halbert, “Resisting Intellectual Property™, Tavlor & Francis Lid 2007,

Mavall , “Industnal Design”, McGraw Hall, 1992,

Miebel , “Product Design™, McGraw Hill, 1974,

Asimov , “Introduction to Design™, Prentice Hall, 1962,

Robert P. Merges, Peter 5. Menell, Mark A. Lemley, * Intellectual Property in New Technolomcal
Age” 2016.

7. T. Ramappa, “Intellectual Property Rights Under WTO™, 5. Chand. 2008

b B b=
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Course Quicomes:

At the end of this course, students will be able to

Understand research problem formulation.

Analyze research related information

Follow research ethics

Understand that today’s world is controlled by Computer, Information Technology, but
tomormow world will be ruled by ideas, concept, and creativaty.

Understanding that when IPR. would take such important place in growth of individuals & nation,
it is needless to emphasis the need of information about Intellectual Property Right to be
promoted among students 1n general & engineenng in particular.

Understand that IPR protection provides an incentive to inventors for further research work and
mnvestment in R & D, which leads to creation of new and better products, and in turn brings
about, economic growth and social benefits.
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FPATTERN RECOGNITION AND MACHINE LEARNING
Course Objectives
1. To equip students with basic mathematical and statistical techmiques commonly used in
patiern recognition.
2. To introduce students to a variety of pattern recognition algonthms.
3. Enable students to apply machine learning concepts in real life problems.

Unit 1

Introduction to Pattern Recognition: Problems, apphcations, design cycle, learming and adaptation,
examples, Probalality Distnbutions, Parametric Learming - Maximum hkelthood and Bavesian Decision
Theory- Bayes rule, discriminant functions, loss functions and Bayesian error analysis

Unit 2
Linear models: Linear Models for Regression, linear regression, logistic regression Linear Models for
Classification

Unit 3

Neural Network: perceptron, multi-layer perceptron, back propagation algogithm, error surfaces,
practical techniques |for improving back propagation, additional networks apd training methods,
Adaboost, Deep Learung

Unit 4
Linear discriminant functions - decision surfaces, two-eategory, multi-category, minimum- squared
error procedures, the Ho-Kashyvap procedures, linear programmung algonthms, Support vector machine

Unit 5

Algorithm independent machine learning. = lack of mnherent supenionity of any classifier, bias and
variance, re-sampling for classifier design, combining classifiers

Unsupervised learning and clustering ~ k-means clustering, fuzzy k-means clustering, hierarchical
clustening

TEXT BOOKS:
I. Richard O. Duda, Peter E. Hart, David G. Stork, “Pattern Classification™, 2nd Edition John Wiley
& Sons 2001.
2. Trevor Hastie, Robert Tibshiram, Jerome H. Friedman, “The Elements of Statistical Learning™,
2nd Edion, Springer, 2009,

REFERENCES:
1. C. Bishop, “Pattern Recogmtion and Machine Learming”, Springer, 2006

Course Ouicomes:
At the end of this course, students will be able to
1. Study the parametric and linear models for classification
Design neural network and SVM for classification
3. Develop machine independent and unsupervised learming techniques

pad
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DETECTION AND ESTIMATION THEORY
Course Objectives

To enable the students to acquire the fundamental concepts of Signal Detection and Estimation

To get familianze with different Hypotheses in detection and estimation problems

To introduce the methods of Detection and estimation of signals in white and non-white Gaussian
noise.

To familiarize with the detection of random signals.

To enable the students to understand the time varying waveform detection and its estimation

Lk Pk =

ol

Unit 1
Review of Vector Spaces: Vectors and matrices: notation and properties, orthogonality and linear
independence, bases, distance properties, matrix operations, Eigen values and eigenvectors.

Unit 2
Properties of Symmetne Matrices: Diagonalizationof symmetric matrices, symmetric positive definite and
semi definite matrices, principal component analysis (PCA), singular value decomposition.

Unit 3
Stochastic Processes: [Time average and moments, ergodicity, power spectral density, covanance
matrices, response of LTI system to random process, cyclostationary process, and spectral factorization.

Unit 4
Detection Theory: Defection in white Gaussian noise, correlator and matched filter interpretation, Bayes*
criterion of signal detection, MAP, LMS, entropy detectors, detection in colored Gaussian noise,
Karhunen-Loeve expansions and whitening filters.

Unit 5

Estimation Theory: Minimum variance estimators, Cramer-Rao lower bound, examples of linear models,
system identification, Markov classification, elustering algonthms. Topics in Kalman and Weiner
Filtering: Discrete time Wiener-Hopf equation, error variance computation, causal discrete time Wiener
filter, discrete Kalman filter, extended Kalman filter, examples. Specialized Topics in Estimation:
Spectral estimation methods like MUSIC, ESPIRIT, DOA Estimation.

TEXT BOOKS:
. Steven M. Kay, “Fundamentals of Statistical Signal Processing, Volume I: Estimation
Theory” . Prentice Hall, 1993
2. Steven M. Kay, “Fundamentals of Statistical Signal Processing, Volume II: Detection Theory™,
st Editon, Prentice Hall, 1998
3.
REFERENCES:
1. Thomas Kmlath, BabakHassib, Al H. Saved, “Linear Estimation”, Prentice Hall 2000.
2. H. Vincent Poor, “An Introduction to Signal Detection and Esimaton”, Znd Editon,
Springer, 199%.

Course Ouicomes:
At the end of this course, students will be able to
l. Understand the mathematical background of signal detection and estimation
2. Use classical and Bayesian approaches to formulate and solve problems for signal detection and
parameter estimation from noisy signals.
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10T AND APPLICATIONS
(Elective-IIT)

Umitl

IoT& Web Technology The Internet of Things Today, Time for Convergence, Towards the loT
Universe, Internet of Things Vision, loT Strategic Research and Innovation Directions, loT
Applications, Future Internet Technologies, Infrastructure, Networks and Communication, Processes,
Data Management, Security, Privacy & Trust, Device Level Energy lIssues, loT Related
Standardization, Recommendations on Research Topcs.

Unit 2

M2M to IoT — A Basic Perspective— Introduction, Some Defimtions, M2M Value Chains, loT chain
and global information monopolies. M2M o IoT-An Architectural Overview— Building an architecture,
Main design principles and needed capabilities, An IoT architecture outline, standardsconsiderations.

Umit 3
10T Architecture -State of the Art — Introduction, State of the art, Architecture Reference Model-
Introduction, Referdnee Model and architecture, loT reference Model, loTReference Architecture-
Introduction, Functipnal View, Information View, Deployment and Operational View, Other Relevant
architectural views.

: try: Future Factory
Concepts, Brownfield IoT, Smart Objects, Smart Applications, Four Aspects in your Business to Master
IoT, Value Creation from Big Data and Serialization, [aT for Retailing Indusiry, loT For Oil and Gas
Industry, Opinions on loT Application and Value for Industry, Home Management, e Health.
Unit 5

Internet of Things Privacy, Security and Govemance Introduction, Overview of Governance, Privacy
and Security Issues Contribution from FP7. Projects, Secunty, Prvacy and Trust in loT-Data-Platforms
for Smart Cities, First Steps Towards & Secure Platform, Smartie Approach. Data Aggregation for the
loTimSmart Cities, Secunty

TEXT BOOKS:

l.  Vijay Madisetti and ArshdeepBahga, “Intemet of Things ( A Hands-on-Approach)”, 1* Edition,
VPT,2014.

2. Francis daCosta, “Rethinking the Internet of Things: A Scalable Approach to Connecting
Everything™, 1*Edition, Apress Publications, 2013,

REFERENCES:
1. CunoPfister, “Getting Started with the Internet of Things”, O Reilly Media, 2011

Course Ouicomes:

At the end of this course, students will be able to
. Understand the concept of 10T andM2M
2. Study 10T architecture and applications in various fields

3. Study the security and privacy issues in loT
ker.com www.FirstRanker.com
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WIRELESS SENSOR NMETWORKS

(Elective-111)

Unit 1
Introduction and overview of sensor network architecture and its applications, sensor network
comparison with Ad Hoc Networks, Sensor node architecture with hardware and software details.

Unit 2
Hardware: Examples hke mucal, mucaZ, telosB, encket, Imote?, tmote, binode, and Sun SPOT,
Software (Operating Systems): tiny0S, MANTIS, Contiki, and RetOS.

Unit 3
Programming tools: C, nesC. Performance comparison of wireless sensor networks simulation and
experimental platforms like open source (ns-2) and commercial (QualNet, Opnet)

Unit 4
Overview of sensor network protocols (details of atleast 2 important protocol per layer): Physical,
MAC and routing/ ' =hpp and cluster based

protocols, Fundamenjtals of 802.15.4, Bluetooth, BLE (Bluetooth low energy), UWB.

Unit 5
Data dissemination pnd processing; differences compared with other database management systems,
data storage; query| processing. Specialized features: Energy preservation and efficiency: security
challenges; fauli- tolerance, Tssues relaied to Localizaiion, connectivity and topology, Sensor
deployment mechanisms; coverage issues; sensor Web; sénsor Grid, Open issues for future research,
and Enabling technologies in wireless sensor network.

TEXT B(OOKS:

. H. Karl and A. Willig, “Protocols and Architectures for Wireless Sensor Networks™, John Wiley
& Sons, India, 2012,

2. C.5. Raghavendra, K. M. Swalmgam, and T. Znan, Editors, “Wireless Sensor Networks™,
Springer Verlag, 1¥Indianseprint, 2010.

REFERENCES:
1. F.Zhao and L. Guibas, “*Wireless Sensor Networks: An Information Processing Approach™,
Morgan Kaufmann, 1% Indian reprint, 2013.
2. YmgshuLi, MyT. Tha, Weill Wu, “Wireless sensor Network and Applications”™, Springer senes
on signals and commumication technology, 2008,
Course Qutcomes:
At the end of this course, students will be able to
. Design wireless sensor network system for different applications under consideration.
2. Understand the hardware details of different types of sensors and select night type of sensor for
varnous apphcations.
3. Undersiand radio standards and communication protocols to be used for wireless sensor network
based systems and application.
4. Use operating systems and programming languages for wireless sensor nodes, performance of
wireless sensor networks systems and platforms.
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SOFT COMPUTING TECHNIQUES

(Elective-T11)

UNIT -1:
Introduction: Approaches to intelligent control, Architecture for intelligent control, Symbolic reasoning
system, Rule-based svstems, the Al approach, Knowledge representation - Expert systems.

UNIT -2:

Artificial Neural Networks: Concept of Artificial Neural Networks and its basic mathematical model,
McCulloch-Pitts neuron model, simple perceptron, Adaline and Madaline, Feed-forward Multilayer
Perceptron, Learning and Training the neural network, Data Processing: Scaling, Fourier transformation,
principal-component analysis and wavelet transformations, Hopfield network, Self-organizing network
and Recurrent network, Neural Network based controller.

UNIT -3:

Fuzzy Luglc ﬁyst&m Introduction 1o cn p sets and fuzzy sets, basic fuzzy set operation and approximate
i inferencing  and
defuzzification Fuzzy| knowledge and rule bases, Fuzzy modeling and control sghemes for nonlinear

UNIT —4:
Genetic Algorithm: Basie concep setic aleonthm and det porithic stepd. Adjustment of free
parameters, Solution of typmal mntml pmhlems usmg geneﬁut alg::nnthm l:'::nn::epl on some other search
technigques like Tabu search and ant D-colony search techmgques for solving optumzation problems.

UNIT -5:

Applications:

GA application to power system oplirization problem, Case studies: Identification and control of linear
and nonlinear dynamic systems using MATLAB-Neural Network toolbox, Stability analysis of Neural-
MNetwork interconnection systems, Implementation of fuzzy logic controller using MATLAB fuzzy-logic
toolbox, Stability analysis of fuzzy gontrol systems.

TEXT BOOKS:
1. Introduction to Artificial Neural Systems - Jacek. M. Zurada, Jaico Publishing House, 1999.
2. Neural Networks and Fuzzy Systems - Kosko, B., Prentice-Hall of India Pvit. Lid., 1994,

REFERENCE BOOKS:

1. Fuzzy Seis, Uncertainty and Information - Klir G J. &Folger T.A., Prentice-Hall of India

Pvt. Ltd., 1993,

2. Fuzzy Set Theory and Its Applhications - Zimmerman H.J. Kluwer Academic Publishers, 1994,

3. Introduction to Fuzzy Control - Dnankov, Hellendroon, Narosa Publishers.

4. Artificial Neural Networks - Dr. B. Yagananarayana, 1999, PHI, New Delhi.

5. Elements of Artificial Neural Networks - KishanMehrotra, Chelkuri K. Mohan, Sanjay
Ranka, Penram International.

6. Artificial Neural Network —Simon Haykin, 2% Ed., Pearson Education.

7. Introduction Neural Networks Using MATLAB 6.0 - 5.N. Shivanandam, 5. Suman, 5. N.
Deepa, [7e, TMH, New Delhi
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Course Ouicomes
At the end of this course the student can able to:

1. Understand the basic concepts of Artificial neural network systems.

2. Understand the McCulloch-Pitts neuron model, simple and multilaver Perception, Adeline and
Madeline concepts.

3. Data processing, Hopfield and self-organizing network.

4. Difference between crisp sets o fuzzy sets, fuzzy models, fuzzification, inference,membership
functions, rule based approaches and defuzzification.

5. Self - organizing fuzzy logic control, non linear time delay systems.

6. Understand the concept of Genetic Algorithm steps. Tabu, anD-colony search techniques for
solving optimization problems.

7. GA applications to power system optimization problems, identification and control of linear and
nonlinear dynamic systems using MATLAB-Neural network toolbox.

K. Know the apphcation and importance stability analvsis
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SMART ANTENNAS
(Elective-1V)

UNIT -1:
Smart Antennas:
Introduction, Need for Smart Antennas, Overview, Smart Antenna Configurations, Switched-
Beam Antennas, Adaptive Antenna Approach, Space Division Mulople Access (SDMA),
Architecture of a Smart Antenna System, Receiver, Transmitier, Benefits and Drawbacks, Basic
Principles, Mutual Coupling Effects.

UNIT -2:

DOA Estimation Fundamentals:

Introduction, Array Response Vector, Recerved Signal Model, Subspace-Based Data Model,
Signal Auto covanance, Conventional DOA Estimation Methods, Conventional Beam forming
Method, Capon’s Mimmum Vanance Method, Subspace Approach to DOA Estimation, MUSIC
Algorithm, ESPRIT Algorithm, Uniqueness of DOA Estimates .

UNIT -3:
Beam Forming Fundamentals: Classical Beam former, Statistically Oppimum Beam forming
Weight Vectprs, Maximum SNR Beam former, Multiple Sidelobe C ller and Maximum,
SINR Beam [former, Mimmum Mean Square Error (MMSE), Direct Majtnx Inversion (DMI),
Linearly Congtramed Mimmum Vanance

orithms for Beam forming

UNIT -4:

Integration and Simulation of Smart Anténnas:

Overview, Antenna Design, Mutmal Coupling, Adaptive Signal Processing Algonthms, DOA,
Adaptive Beam forming, Beam forming-and Diversity Combining for Rayleigh-Fading, Channel,
Trelhis-Coded Modulation (TCM) for Adaptive Arrays, Smart Antenna Systems for Mobile
AdHoc Metworks (MAMNETS), Protocol, Simulations, Discussion.

UNIT -5:

Space-Time Processing: Introduction, Dhscrete Space-Time Channel and Signal Models,
Space-Time Beam forming, Inter symbol and Co-Channel Suppression, Space-Time Processing
for DS-CDMA,, Capacity and Data Rates in MIMO Systems, Discussion.

TEXT BOOKS:

l. *Introduction to Smart Antennas’ - Constantine A. Balamis& Panayiotis 1. loanmides,
Morgan & Claypool Publishers™ senes-2007

2. Joseph C. Liberti Jr., Theodore S Rappaport - “Smart Antennas for Wireless
Communications [5-95 and Thard Generaton CDMA Applications™, FTR — PH
publishers, 1st Edition, 1989,

REFERENCE BOOKS:

I. T.5 Rappaport - “Smart Antennas Adaptive Armays Algonithms and Wireless
PosmonLocation™, IEEE press 1998, PTR - PH publishers 1999, Smart Anfennas -
LalChandGodara, CRC Press, LLC-2004
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BIOMEDICAL SIGNAL PROCESSING
(Elective —1V)

Unit 1
Acquisition, Generation of Bio-signals, Origin of bio-signals, Types of bio-signals, Study of
diagnostically significant bio-signal parameters

Unit 2

Electrodes for bio-physiological sensing and conditioning, Electrode-electrolyte interface, polarization,
electrode skin interface and motion artefact, biomaterial used for electrode, Types of electrodes (body
surface, internal, array of electrodes, microelectrodes), Practical aspects of using electrodes, Acquisition
of bio-signals (signal conditioning) and Signal conversion (ADC™s DAC"s) Processing, Digital filtering

Unit 3
Biomedical signal processing by Fourier analysis, Biomedical signal processing by wavelet (tume-
frequency) analysis, Analysis (Computation of signal parameters that are diagnostically significant)

Unit 4
Classification of signjls and noise, Spectral analysis of deterministic, stationary rafjdom signals and non-
stationary signals, Coherent treatment of various biomedical signal processing methpds and applications.

Unit 5
Pnncipal component dnalys : ! signals Application areas of
Bio—Signals analysis Muln res::nlutmn anaiyms{MH_A] and wuwlels an.:pal mmp-nnem analysi1s{PCA),
Independent component analysis{ICA). Pattern classifieation—supervised and unsupervised classification,
MNeural networks, Support vector Machines, Hidden-Markov models. Examples of biomedical signal
classification examples.

TEXT BOOKS:

. W.J. Tompkins, “Biomedical Digital Signal Processing™, Prentice Hall, 1993,
2. Eugene N Bruce, “Biomedieal Signal Processing and Signal Modeling™, John Wiley & Son’s
pubhication, 2001.

REFERENCES:
I. Myer Kutz, “Biomedical Engineering and Design Handbook, Volume I, MeGraw Hill, 20009,
2. D C Reddy, “Biomedical Signal Processing”, McGraw Hill 2005 Katarzyn J. Blinowska,
JaroslawZymerewicz, “Practical Biomedical Signal Analysis Using MATLARB", 1st Edimon, CRC
Press, 2011

Course OQutcomes
At the end of this course, students will be able to
. Understand different types of biomedical signal.
2. Identify and analyze different biomedical signals.
3. Find apphications related to lromedical signal processing
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OPTICAL NETWORKS
(Elective-1V)

Unit 1

SONET/SDH: optical transport network, IP, routing and forwarding, multiprotocol label switching. WDM
network elements: optical line terminals and amplifiers, optical add/drop multiplexers, OADM
architectures, reconfigurable OADM, optical cross connects.

Unit 2
Control and management: network management functions, optical layer services and interfacing,
performance and fault management, configuration management, optical safety.

Unit 3
Network Survivabihity: protection in SONET/SDH & chent layer, optical layver protection schemes

Unit 4
WDM network design: LTD and EWA problems, dimensioning wavelength routing networks, statistical
dimensioming models.

Unit 5
Access networks: Optical time division multiplexing, synchronization, header processing, buffering, burst
switching, test beds, Iptroduction to PON, GPON, AON.

TEXT BOOKS:
1. Rapv Ramaswam, Sivarajan, Sasaky, “Optical Networks: A Practical Perspective”, MK, Elsevier,
3™ edition, 2010.

REFERENCES:
1. C. Siva Ram Murthy and Mohan Gurusamy, “WDM Optical Networks: Concepts Design, and
Algonthms™, PHIL, EEE. 2001.

Course Outcomes:
At the end of this course, students will be able to
. Contribute in the areas of optical network and WDM network design.
2. Implement simple optical network and understand further technology developments for future
enhanced network
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PATTERN RECOGNITION & MACHINE LEARNING LAB

List of Assignmenis:

1. Implement maximum hikelihood algonthm

!‘-\J

Implement Bayes classifier
Implement hinear regression
Diesign a classifier using perceptron rule

Design a classifier using feed forward back-propagation and delta rule algonthms

Implement hnear discriminant algorithm

3

4

5

6. Implement deep learmng algorithm

7

8. Design a two class classifier using SVM
9

Design a multiclasf Tlassner Uz

10. Perform unsupervijed learning

Course Qutcomes:
At the end of this course, students will be able to
1. Perform image and video enhancement
2. Perform image and video segmentation
3. Detect an object in an image/video
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DETECTION AND ESTIMATION THEORY LAB

List of Assignmenis:

. Simulate signal and noise models models.

2. Simulate spatially separated target Signal in the presence of Additive Correlated White Noise

3. Simulate spanally  separated target Signal in the presence of Additive Uncorrelated
White Noise

4. Simulate spatially separated target Signal in the presence of Additive Correlated Colored Noise

5. Detect Constant amphiude Signal in AWGN

6. Detect Time varyving Known Signals in AWGN

7. Detect Unknown Signals in AWGN

8. Compare pe STimar Clim = NILE, MMSE, Bayes

Estimator, MIAP Estimator, Expectaiion Maximazation (EM) algonthm

9. Performance |comparison of conventional Energy Detectors and Cohprent Matched Filter

Techmques

Course Qutcomes:
At the end of this course, studenis will be able fo
. Simulate signals and noise
Detect signals in the presence of noise
3. Compare various estimation technigues

p
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MINI PROJECT

Svllabus Contents
The students are required to search / gather the material / information on a specific a topic
comprehend it and present / discuss in the class.

Course (Outcomes

At the end of this course, students will be able to
. Understand of contemporary / emerging technology for vanious processes and systems.
2. Share knowledge effectively in oral and written form and formulate documents
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OPFTIMIZATION TECHNIQUES
(Elective-%)

Unit 1

Introduction to Classical Methods& Linear Programming Problems Terminology, Design Vanables,
Constraints, Objective Function, Problem Formulation. Caleulus method, Kuhn Tucker conditions,
Method of Multipliers.

Unit 2
Linear Programmung Problem, Simplex method, Two-phase method, Big-M method, duality, Integer
linear Programmung, Dyvnamic Programming, Sensimivity analysis.

Unit 3

Single Vanable Optimuzation Problems: Optumality Critenon, Bracketing Methods, Region Elmination
Methods, Interval Halving Method, Fibonacer Search Method, Golden Section Method. Gradient Based
Methods: Newton-Raphson Method, Bisection Method, Secant Method, Cubic search method.

Unit 4
Multi Vanable and Constrammed Opumization Techmque, Opumality cnitena | a‘:rerrt search Method,
Simplex search me . Hooke-Jeeve's pattern search method, Powell*s conmjugpte direction method,
Gradient based Smefthod, Cauchy*s Steepest descent method, Newton's method [, Conjugate gradient
method. Kuhn - Tucker conditions, Penalty Function, Concept of Lagrangian |[multiplier, Complex
search method, search method

Unit 5

Intelligent Optimization Techniques: Introduction to Intelligent Optimization, Soft Computing, Genetic
Algorithm: Types of reproduction operators, crossover & mutation, Simulated Annealing Algorithm,
Particle Swarm Optimization (PSO) - Gumph Grammer Approach - Example Problems. Genetic
Programming (GP): Principles of geneti¢”programming, terminal sets, functional sets, differences
between GA & GP, random population generation, solving differential equations using GP.

TEXTBOOKS

I. 5. 5. Rao, “Engineerning Optirmsation: Theory and Practice”™, Wiley, 200%.
2. K. Deb, “Optimization for Engineenng design algorithms and Examples™, Prentice Hall,
2005.

REFERENCES

appreciate variety of performance measures for various optimization problems.

1. C.J Ray, “Optimum Design of Mechanical Elements”, Wiley. 2007.

2. R. Saravanan, “Manufacturing Optimization through Intelligent Techniques, Taylor & Francis
Publicanons, 2006.

3. D. E. Goldberg, “Genetic algonithms in Search, Optimization, and Machine learming”™, Addison-
Weslev Longman Publishing, 1989

Course OQuicomes:
At the end of this course, students will be able to
. Understand imporiance of optimization
2. Apply basic concepts of mathematics to formulate an optimization problem Analyze and

o
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MODELING AND SIMULATION TECHNIDUES
{Elective-¥)

Umit 1

Introduction Circuits as dynamic systems, Transfer functions, poles and zeroes, Siate space,
Deterministic Systems, Difference and Differential Equations, Solution of Linear Difference and
Differential Equations, Numerical Simulation Methods for ODEs, System Identification, Stability and
Sensiivity Analysis.

Unit 2
Statistical methods, Deseription of data, Data-fitting methods, Regression analysis, Least Squares
Method, Analysis of Vanance, Goodness of fit.

Unit 3
Probability and Random Processes, Discrete and Continuous Distribution, Central Limit theorem,

Measure of Randomness, Monte Carlo Methods. Stochastic Processes and Markov Chains, Time Series
Models.

Unit 4
Modeling and simuljtion concepts, Discrete-event simulation, Event scheduling Time advance

algorithms, Venficafion and validation of simulation models.

Unit 5
Continuous simulatipn: Modeling with differential equations; Example models, Bond Graph Modeling,
Population Dynamics Modeling, System dynamics

TEXTBOOKS

1. R. L Woods and K. L. Lawrence, “Modehng and Simulation of Dynamic Systems”, Prentice-
Hall, 1997.

REFERENCES
1. Z. Navalih, “VHDL Analysis and Modelling of Digital Systems”, McGraw-Hill, 1993,
2. 1. Banks, J5. Carson and B. Nelson, “Discrete-Event System Simulation”™, 2ndEdition, Prentice-
Hall of India, 1996

Course Ouicomes:

At the end of this course, students will be able to
1. ldentify and model discrete systems (deterministic and random)
2. Identify and model discrete signals (determnistic and random)
3. Understand modelling and simulanon techmques to characterize sysiems/processes.
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ARTIFICIAL INTELLIGENCE
(Elective-¥)

Unit 1

What s Al{artificial intelligence)? : the ai problems, the underlying assumption, what are Al
techniques, the level of the model, criteria for success, some general references, one final word
problems, state space search & heuristic search techniques: defining the problems as a state space
search, production systems, production charactenstics, production system charactenstics, and 15sues 1n
the design of search programs, additional problems. Generate- and-test, hill climbing, best-first search,
problem reduction, constraint satisfaction, means- ends analysis.

Unit 2

Knowledge representaion 1ssues: representations and mappngs, approaches o knowledge
representation. Using predicate logic: representation simple facts in logic, representing instance and is a
relationships, computable functions and predicates, resolution. Representing knowledge using rules:
procedural versus declarative knowledge, logic programming, forward versus backward reasoning.

Umnit 3
Symbolic reasoningl under uncertainty: introduction to no monotonic reasoding, logics for non-
monotonic reasoning. Statistical reasoning: probability and bays™ theorem, certajinty factors and rule-
base systems, bayesjan networks, dempster shafer theory fuzzy logic. Weak slo -and- filler structures:
semantic nets, frameg. Strong slot-and-filler structures: conceptual dependency,

Unit 4

Game playing: overview, and example domain: overview, mim max, alpha-beta cut-off, refinements,
iterative deepening, the blocks world, eomponents of @ planning system, goal stack planning, nonlinear
planning using constraint posting, hierarchical planning, reactive systems, other planning techniques.
Understanding: what 15 understanding? What makes it hard? As constraint satisfaction
Unit 5

MNatural language processing: introduction, Synitactic processing, semantic analysis, semantic analysis,
discourse and pragmatic processing,«spell checking connectionist models: introduction: hop field
network, leaming in neural netwofk application of neural networks, recurrent networks, distributed
representabions, connectiomst ALand symbolic Al

TEXTBOOKS:
1. Elaine Rich and Kevin Knight “Artificial Intelligence™, 2nd Edition, Tata Megraw-Hill, 20035,

REFERENCES:
1. Stuart Russel and Peter Norvig, “Artificial Intelligence: A Modem Approach™, 3rd Edition, Prentice
Hall, 2009

Course Ouicomes:

At the end of this course, students will be able to

. Understand the concept of Artificial Intelligence, search techniques and knowledge
representalion 15sues

2. Understanding reasoning and fuzzy logic for artificial intelligence
3. Understanding game playing and natural language processing.
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(DISSERTATION) DISSERTATION PHASE - 1 AND PHASE - 11

Syllabus Contents:

The dissertation / project topic should be selected / chosen to ensure the satisfaction of the urgent need
to establhish a direct hink between education, national development and productivity and thus reduce the
gap between the world of work and the world of study. The dissertation should have the following
Relevance to social needs of society
Relevance to value addition to existing facilities in the institute
Relevance to industry need
Problems of national importance
Research and development in vanous domain
The student should complete the following:
Literature survey Problem Definition
Motivation for study and Objectives
Preliminary design / feasibility / modular approaches
Implementation and Venﬁcatmn
Report and
The dissertation stagg 1115 l:nased on a report prepared by the students on dissertation allotted to them. It
may be based on:
# Experimental verification / Proof of concept.
# Design, fabnifation, testing of Communication System.
® The viva-vocg examination will be based on the above report and work.

" & ® & 8

- & & ® #

Guidelines for Dissertation Phase = 1 and 11 at M. Tech. { Electronics):

* As per the AICTE directives, the disseriation is a yearlong activity, to be carried out and
evaluated in two phases 1.e. Phase — I: Julyto December and Phase — I1: January to June.

* The dissertation may be carried ouf preferably in-house ie. department’s laboratories and
centers OR in industry allotted through department’s T & P coordinator.

# Afiter multiple interactions with guide and based on comprehensive literature survey, the student
shall identify the domain and define dissertation objectives. The referred literature should
preferably include IEEEAET/IETE/Springer/Science Direct/ACM journals in the areas of
Computing and Processing (Hardware and Software), Circuits-Devices and Systems,
Communication-Networking and Secunty, Robolics and Control Systems. Signal Processing
and Analysis and any other related domain. In case of Industry sponsored projects, the relevant
application notes, while papers, product catalogues should be referred and reported.

* Siudent is expected to detail out specifications, methodology, resources required, critical issues
mvolved 1n design and implementation and phase wise work distnbution, and submit the
proposal within a month from the date of registration.

* Phase — I deliverables: A document report comprising of summary of literature survey, detailed
objectives, project specifications, paper and'or computer aided design, proof of
concept functionality, part results, A record of continuous progress.

# Phase — I evaluation: A commitiee comprising of guides of respective specialization shall assess
the progress/performance of the student based on report, presentation and Q) &A. In case of
unsatisfactory performance, committee may recommend repeating the Phase-1 work.

* During phase — II, siudent 1s expected to exert on design, development and testing of the
pmp-nsad wmk as pEr |he ahedule A::cumplushed resulm-‘mntnl:nutmnahrmmatu:nns shuuld be

\ P/Patents.
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the form of hardware and/or software, a record of continuous progress.

¢ Phase — Il evaluanon: Guwide along with apponted external examuner shall assess the
progress/performance of the student based on report, presentation and Q &A. In case of
unsatisfactory performance, committee may recommend for extension or repeating the work

Course Ouicomes:

At the end of this course, students will be able to
I. Ability to synthesize knowledge and skalls previously gained and apphied to an in-depth study
and execution of new techmcal problem.
Capable to select from different methodologies, methods and forms of analysis to produce a
suitable research design, and justify their design.
3. Ability to present the findings of their technical solution in a written report.
4. Presenting the work in International’ National conference or reputed journals.

[
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OPEN ELECTIVES

BUSINESS ANALYTICS
Umitl:
Business analytics: Overview of Business analytics, Scope of Business analytics, Business Analytics
Process, Relationship of Business Analytics Process and orgamisation, competitive advantages of
BusinessAnalytics.
Statistical Tools: Stanstical Notaton, Descriptive Stanistical methods,
Review of probability distribution and data modelling, sampling and estimation methods overview.

Umit 2:

Trendiness and Regression Analysis: Modelling Relanonships and Trends in Data, simple Linear
Regression. Important Resources, Business Analytics Personnel, Data and modelsfor Business analytics,
problem solving, Visualizing and Explonng Data, Business Analytics Technology

Umit 3:

Organization Structures of Business analytics, Team management, Management Issues, Designing
Information Policy, Outsourcing, Ensuring Data Quality, Measuring contribution of Business analytics,
Managing Changes. De.-u:nptwe Analy‘tms ]:-reduﬂwe analytuts predicative  Modelling,
Predictiveanal vircsafalys q Ejanalytics and 1its step
in the business analyfics Frn-:ess_ Fn’:E‘an]:h'[l"-E M::-dellmg, nnnlme..-]r Optimization.

Unit 4:
Forecasting Techmidues: Qualitative and Judgmental Forecasung, Stanstical Forecasting Models,
Forecasting Models|for Stationary Time Series, Forecasting Models for Time Beries with a Linear
Trend, Forecasting Time Senes with Seasonality, Repression Forecasting with Casual Vanables,
Selecting Appropnate Forecasting Models.

Monte Carlo Simulation and Risk Analysis: Monte CarleSimulation

Using Analytic Solver Platform, New-Product Development Model, Newsvendor Model, Overbooking
Model, Cash Budget Model.

Uit 5:
Decision  Analvsis:  Formulanng Becision Problems, DecisionStrateges with  the  without
Outcome Probabilities, Decision Trées, The Value of Information, Utility and Decision Making.
Recent Trends mm : Embedded and collaborative business intelhigence Visual data recovery, Data
Storytelling and Data journalism
Reference:
. Business analytics Principles, Concepts, and Apphcations by Marc J. Schmedenans, Dara G.
Schmederjans, Chnistopher M. Starkey, Pearson FTPress.
2. Business Analytics by James Evans, personsEducation.

COURSE OUTCOMES
1. Students will demonstrate knowledge of dataanalytics.
2. Students will demonstrate the ability of think critically in making decisions based on data and

deepanalynecs.
i Smudents will demonstrate the ability to use techmeal skills in predicanive and prescriptive
modeling to support businessdecision-making.
4. Students will demonstrate the ability to translate data into clear, actonable insights
» Fi ker.com www.FirstRanker.com
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INDUSTRIALSAFETY

Umit-1:

Indusirial safety: Accident, causes, types, resulis and control, mechanical and electrical hazards, types,
causes and preventive steps/procedure, describe salient points of factories act 1948 for health and safety,
wash rooms, drinking water layouts, light, cleanliness, fire, guarding, pressure vessels, ete, Safety color

codes. Fire prevention and firefighting, equipment and methods.

Umit-2+

Fundamentals of maintenance engineenng: Definition and aim of maintenance engineering, Primary and
secondary functions and responsibility of maintenance department, Types of maintenance, Types and
applications of tools used for maintenance, Maintenance cost & its relation with replacement economy,

Service life of equipment.

Unit-3:
Wear and Corrosion and their prevention: Wear- types, causes, effects, wear reduction methods,
lubricants-types and applicanions, Lubrication methods, general sketch, working and applications. 1.
Screw down greas¢ cup, 1. Pressure grease pun, ui. Splash lubncaton, w. Grjvity lubncanon, v.
Wick feed lubncatipn vi. Side feed lubrication, vii. Ring lubrication, Definition, grinciple and factors
affecting the corrosjon. Types of corrosion, corrosion prevention methods.

Unit-4:
Fault tracing: Fault tracis cepl 4 rlan o0 treeconcept pead and applicanions,
sequence of fault finding activities, 5huw as da:usmn iree, -:iraw dmusmn tree for problems in
machine tools, hydrauhc, pneumatic.automotive, thermal and electrical equipment’s hke, L Any one
machine tool, n. Pump m. Awr compressor, 1v. Internal combustion engine,v. Bomler,vi Electrical
motors, Types of faults in machine tools and their generalcauses.

Unit-5:

Pernodic and preventive mamtenance; Pertodic inspection-concept and need, degreasing, cleaning and
repairing schemes, overhauling of mechanical components, overhauling of electrical motor, common
troubles and remedies of electric motor, repair complexities and its use, definition, need, steps and
advantages of preventive maintenance. Steps/procedure for periodic and preventive maintenance of?
L. Machime tools, n. Pumps, m.Air compressors, 1v. Diesel generating (DG) sets, Program and
schedule of preventive maintenance of mechanical and electrical equipment, advantages of
preventive mamntenance. Repair cycle concept andimportance

Reference:
. Maintenance Engineering Handbook, Higgins & Morrow, Da InformationServices.
2. Mamtenance Engineening, H. P. Garg, 5. Chand andCompany.
3. Pump-hvdraulic Compressors, Audels, MegrewHillPublication.
4. Foundation Engineening Handbook, Winterkom, Hans, Chapman &HallLondon

C
3
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OPENELECTIVES
OPERATIONSRESEARCH

Unit 1:
Optmization Techmques, Model Formulation, models, General LR Formulation, Simplex Techmques,
Sensilivity Analysis, Inventory Control Models

Unit 2
Formulation of a LPP - Graphical solution revised simplex method - duality theory - dual simplex
method - sensitivaty analysis - parametnc programming

Unit 3:
MNonlinear programming problem - Kuhn-Tucker conditions min cost flow problem - max flow problem -
CPM/PERT

Unit 4
Scheduling and sequencing - single server and multiple server models - determinigfic inventory models -
Probabtilistic inventofry control models - Geometnic Programmung.

Unit 5
Competntive Models, Single and Multi-channel Problems, Sequencing Models, Dynamic Programmung,
Flow in Networks, Elementary Graph Theory, Game Theory Simulation

References:

H.A. Taha, Operations Research, An Introduction, PHL 2008

H.M. Wagner, Principles of Operations Research, PHL, Delh, 1982.

J.C. Pant, Introduction to Optimisation: Operations Research, Jmn Brothers, Della, 2008
Hitler Libermann Operations Research: McGraw Hill Pub. 2009

Pannerselvam, Operations Research: Prentice Hall of India 2010

Harvey M Wagner, Principles of Operations Research: Prentice Hall of India 2010

S Wh b pd

Course Ouicomes:
At the end of the eourse, the student should be able to

1. Students should able to apply the dynamic programming to solve problems of discreet and
conlinuous variables.

2. Students should able to apply the concept of non-linear programming

Students should able to carry out sensitivity analysis

4. Smdent should able to model the real world problem and simulate 1t

b
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OFEN ELECTIVE
COST MANAGEMENT OF ENGINEERING PROJECTS

Pre-requisite: MEFA & Management Science
Course Educational Objectives:
* To leam cost concepts in decision making
To lcamn different stages and aspects of a project and execution
To learn respurces planning. quality management.
To leamn application of techniques such as linear programming, PERT/CPM
To leamn profit planning and budgeting

Unit I: Introduction and Overview of the Strategic Cost Management Process

Unit II: Cost concepts in decision-making; Relevant cost, Differential cost, Incremental cost and Opportunity cost.
Objectives of a Costing System; Inventory valuation; Creation of a Database for operational control; Provision of
data for Decision-Making.

of each mrml:l-:r I:mp-u ance Project site: Data required with significance. Project contraets. Types and contents.
Project execution Projegt cost control. Bar charts and Network diagram. Project commisgioning: mechanical and

process

Unit IV: Cost Behavior and Profit Planning Marginal Costng? Distinction between Marginal Costing and
Absorption Costing: Break-even Analysis, Cost-Voldme-Profit  Analysis.  Various d:ms:nn—n’ual:lng
problems Standard {_nrstmg and Varance Analysis. Pricing ‘strategies: Pareto Analysls Target costing, Life Cycle
Costing. Costing of service sector Just-in-time approach.: Matenial Requirement Planning, Enterprise Resource
Planning, Total Quality Management and Theory of constraints. Activity-Based Cost Management, Bench Marking;
Balanced Score Card and Value-Chain Analysis. Buﬂgl:larv Control; Flexible Budgets; Performance budgets; Zero-
based budgets Measurement of Divisional prclﬁ.mblhl]r pricing decisions including transfer pricing.

Unit V: Quantitative techniques for cost management, Linear Programming, PERT/CPM. Transportation problems,
Assignment problems, Simulation, Learming Curve Theory.

Course Qutcomes: After completion of this course, the studentwill be able to
* Understand the cost management process and vanous costs involved in a project
* Analyze various aspects of a project like project site, project team, contracts, execution and commissioning
* Perform vanous costing and cost management and cost management, profit planning
* Apply linear programming PERT/CPM to cost management

Reference Books:

1. Cost Accounting A Managenal Emphasis, Prentice Hall of India, New Delhi

2. Charles T. Homgren and George Foster, Advanced Management Accounting

3. Robert 5 Kaplan Anthony A. Alkinson, Management & Cost Accounting

4. Ashish K. Bhattacharya, Principles & Practices of Cost Accounting A. H. Wheeler publisher
5. N.D. Viohra, Quantitative Techniques in Management. Tata McGraw Hill Book Co. Lud.
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OPEN ELECTIVE
COMPOSITE MATERIALS

UNIT-I:

INTRODUCTION: Definition — Classification and characteristics of Composite materials.
Advantages and application of composites. Functional requirements of reinforcement and
matrix Effect of reinforcement (size, shape, distribution, volume fraction) on overall composite
performance.

UNIT - 11:

REINFORCEMENTS: Preparation-layup, curing, properties and applications of glass fibers, carbon
fibers, Kevlar fibers and Boron fibers. Properties and applications of whiskers, particle
remforcements. Mechanical Behavior of composites: Rule of mixtures, Inverse rule of mixtures.
lsostrain and Isostress conditions.

UNIT - 111:

Manufacturing of MEtﬂl Matm{ E‘urnpusnes Ezmmg Eh::hd State dufﬁ:smn ‘technique, Cladding —
i I — bt ; prte—atnx Composites:

Liquid Metal Infiliy ation — Liquad ph.:nse smtenng, Manufacmnng uf Carbon — Carbon composites:

Knitting, Braiding, Weaving. Properties and applications.

UNIT-IV:
Manufacturing of Rolymer Matrix Composites: Preparation 6f Moulding compoynds and prepregs —
hand layup method — Aufoclave method — Fillament winding method — Compression moulding —
Reaction injection moulding. Properties and apphcations.

UNIT - ¥:

Strength: Laminar Failure Criteria-strength rafio, maximum siress criteria, maximum strain criteria,
interacting failure criteria, hygrothermal falure. Laminate first play failure-insight strength;
Laminate strength-ply discount truncaléd-maximum strain critenon; strength design using caplet
plots; stress concentrations.

TEXT BOOKS:
1. Material Science and Technology — Vol 13 — Composites by R.W .Cahn — VCH, West
Germany.

2. Matenals Science and Engineenng, An introduction. WD Callister, Jr., Adapted by R
Balasubramamam, John Wiley & Sons, NY, Indian edition, 2007.

References:
. Hand Book of CompositeMatenals-ed-Lubin.
2. Composite Matenals — K. K.Chawla.
3. Composite Matenals Science and Apphcations — Deborah D.L.Chung.
4. Composite Matenals Design and Apphicanons — Damal Gay, Suong V. Hoa, and Stephen W.
Tasu.
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OPEN ELECTIVE
WASTE TO ENERGY
Unit-1:
Introduction to Energy from Waste: Classification of waste as fuel — Agro based, Forest
residue, Industrial waste - MSW — Conversion devices — Incinerators, gasifiers, digestors

Unit-11:
Biomass Pyrolysis: Pyrolysis — Types, slow fast — Manufacture of charcoal — Methods - Yields and
application — Manufacture of pyrolytic oils and gases, yields and applications.

Umit-101:

Biomass Gasification: Gasifiers — Fixed bed system — Downdraft and updraft gasifiers — Fluidized bed
gasifiers — Design, construction and operation — Gasifier burner arrangement for

thermal heating — Gasifier engine arrangement and electrical power — Equilibrium and kinetic
consideration in gasifier operation

Unit-I'V:
Biomass Combustion: Biomass stoves — Improved chullahs, types, some exotic designs, Fixed bed
combustors, Types, [inchned grate combustors, Flmdized bed combustors, Desﬁgn construction and
operation - Operation of all the above biomass combustors.

Unit-V:
Biogas: Properties of l:nmgm :E‘alunf:: value and mrnpusnmn} Emgas |:|1..-m| tefchnology and status -
Bio energy system L Des - DT % andl their classification -
Biomass conversion prmesses Thennn chem:cal converswon - Dure::t mrnbustmn biomass gasification
- pyrolysis and liquefaction - biochemical conversion = ‘anaerobic digestion - Types of biogas Plants —
Applications - Alcohol production from biomass = Bio diesel production - Urban waste to energy
conversion - Biomass energy programme in Indaa;

References:
1. Non Conventional Energy, Desan, Ashok V., Wiley Eastern Lud., 1990.
2. Biogas Technology - A Practical Hand Book - Khandelwal, K. C. and Mahdi, 5. 5., Vol [ & IL
Tata McGraw Hill Publishng Co. Ltd., 1983,
3. Food, Feed and Fuel from Biomass, Challal, D. S., IBH Publishing Co. Pvt. Ltd., 1991.
4. Brwomass Conversion and Technology, C. Y. WereKo-Brobby and E. B. Hagan, John Wiley &
Sons, 1996,
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AUDIT 1 and 2: ENGLISH FOR RESEARCH PAPER WRITING

Course objectives:

Students will be able to:

Understand that how to improve your writing skills and level of readability
Learn about what to write 1n each section

Understand the skills needed when writing a Title Ensure the good quality of paper at very first-
nime submission

Svllabus
Units CONTENTS Hours
1 Planning and Preparation, Word Order, Breaking up long sentences.| 4

Structuning Paragraphs and Sentences, Being Concise

and Removing Redundancy, Avording Ambiguity and Vagueness
Clarifving Who Did What, Highlighting Your Findings, Hedging| 4
and Criticising, Paraphrasing and Plagiarism, Sections of a Paper,
Abstracts. Introduction

o

i Review of the Literature, Methods, Results, Discussion, g
Conclusions, The Final Check.

4 key skills are needed when writing a Title, key skills are needed| 4
when wsiti o ’

Introdujction, skills needed when wnling a Review of the Literature,
5 skills gre needed when wnting the Methods, skills needed when| 4
wnting|the Results, skills are needed when wnting the Dhscussion,
skills afe needed when wnting the Conclusions

B useful phrases, how to ensure paper 1s as good as i could possibly [ 4
be the firs-time submission

Suggested Studies:

Goldbort R {2006) Writing for Science, Yale University Press (available on Google Books)

Day R (2006) How to Write and Publish a Scientific Paper, Cambndge University Press

Highman N (1998), Handbook. of Wrting for the Mathematical Sciences, SIAM.

Highmanshook .

4. Adnan Wallwork ., Enghshd for Wrnting Research Papers, Springer New York Dordrecht
Headelberg London, 2011

bed P =
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AUDIT 1 and 2: MSASTER MANAGEMENT

Course Objectives: -Students will be able to:
learn to demonstrate a critical understanding of key concepts in disaster nisk reduction and
humanitanan response.
critically evaluate disaster risk reduction and humanitarian response policy and practice from)
miultiple perspectives.
develop an understanding of standards of humanitarian response and practical relevance in specifig
types of disasters and conflict situations.
critically understand the strengths and weaknesses of disaster management approaches, planning|
and programming in different countries, particularly their home country or the countries

they work 1n

Svllabus

1nits CONTENTS Hours
1 Introdoction 4

Disaster: Definition, Factors And Significance: Difference Between
Hazard And Disaster; Natural And Manmade Disasters: Difference,
Mature, Types And Magnitude.

Repercussions OF Disasters And Hazards: Economic Damage, Loss [ 4
Of Human And Animal Life, Dml:ruu..tu_'m Of Ewsystem

Haml o s i

Floods, ughts And Famines, Landshdes And Av alanches, Man-
made digaster: Nuclear Reactor Meltdown, Industrnial Acaidents, Cal
Slicks And Spills, Outbreaks Of Disease And Epidemics, War And
Conflicts.

3 Disaster Prone Areas In India 4
Study OF Sersmie-Zones—Areas ProneFo-Foods And Droughts———
Landslides And Avalanches; Areas Prone To Cyvelomic And Coastal
Hazards With Special Reference To Tsunami; Post-Disaster Diseases
And Epademics

4 Disaster Preparedness And Management 4
Preparedness: Monitoring Of Phegomena Triggering A Disaster Or
Hazard; Evaluation Of Risk: Application Of Remote Sensing, Data
From Meteorological And Other Agencies, Media Reports:
Covernmental And Community Preparedness.

5 Risk Assessment 4
Dsaster Risk: Concept And Elements, Disaster Risk Reduction, Global
And National Disaster Risk Situation. Techniques Of Risk Assessment,
Global Co-Operation In Risk Assessment And Warning, People’s
Participation In Risk Assessment. Strategies for Survival.

fa Disaster Mitigation 4
Meaning, Concept And Strategies Of Disaster Mitigation, Emerging
Trends In Mingaton. Structural Mimgation And Non-Structural
Mitigation, Programs Of Disaster Mitigation In India.

B

Suggested Readings:
1. K. Mishuth, Singh AK., “Dhsaster Management in India: Perspectives, 15sues and strateges “"New Royal
book Company.
2. Sahm, PardeepEt.Al. (Eds.),” Disaster Mitigation Expenences And Reflections™, Prentice Hall Of
India, New Delha.
3. Goel 5. L., Dnsaster Admumstraiion And Management Text And Case Smdies™ Deep &Deep
Publication Pvi. Lid., New Delhi.
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Course Objectives
. To get a working knowledge in illustrious Sanskrit, the scientific language in the world
2. Learning of Sanskrit to improve brain functioning

3. Learning of Sanskrit to develop the logic in mathematics, science & other subjects enhancing

the memory power

4. The engineenng scholars equipped with Sansknt will be able to explore the huge knowledge

from ancient literature

Svllabus

www.FirstRanker.com www.FirstRanker.com
AUDIT 1 and 2: SANSKRIT FOR TECHMNICAL KNOWLEIME

Unit | Content

Hours

1 .
&
-

Alphabets in Sansknt,
PastPresent/Future Tense,

Simple Sentences

I

Cirder
Introduction of roots
Technical information about Sanskrit Literature

Technical concepts of Engineering-Electrical, Mechanical, Architecture,

Mathematics

Suggested reading
1. “Abhvaspustakam™|— Dr.Vishwas, Samskrnta-Bhart Publication, New Della
2. “Teach Yourself S;Ijnskrjt“ Prathama Deeksha-Vempat Kutumbshastri, Rashirival Sansknt Sansthanam,

New Dellu Publicafion

1. “India’s Glonous Sgentific Tradition™ Suresh Soni, Ocean books (P) Lid., New Delhi.

Course Output

Students will be able to
. Understanding basic Sansknit language
2. Ancient Sansknt hiterature about science & technology can be understood
3. Bemng a logmcal language wall help to develop logic in students
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Course Objectives

Students will be able to
|. Understand value of education and self- development
2 Imbe good values in students
3. Let the should know about the importance of character

Svllabus
Unit | Content Hours
1 # Values and self-development —Social values and individual attitudes) 4

Waork ethics, Indian vision of humanism.

Moral and non- moral valuation. Standards and principles.
Value judgements

Importance of cultivation of values. L
Sense of duty. Devotion, Self-reliance. Confidence, Concentration,
Truthfulness, Cleanliness.

Honesty, Humanity. Power of faith, National Unity.
Patriotism.Love for nature Discipline

3 * Personality and Behavior Development - Soul and Scientific attitude) 6
Positive Thinking. Integnity and disciphine.
Punctuahty, Love and Kindness.

Avod fault Thinking.

Free from anger, Dignity of labour.

Universal brotherhood and rehigious tolerance.
True friendship.

Happiness Vs suffering, love for truth.

Aware of self-destructive habits.

Association and Cooperation.

Doing best for saving nature

B
- & | & &

" & & & ® & & & @

Character and Competence <Holy books vs Blind faith. (i)
Self-management and Good health.

Science of reincarnation:

Equality, Nonviolence Humility, Role of Women.
All religions and.$ame message.

Mind your Mind, Self-control.

Honesty, Studying effectively

® & ® & & ® @

Suggested reading
| Chakroborty, S.K. “Values and Ethics for organizations Theory and practice™, Oxford University

Press, Mew Della
Course outcomes

Students will be able to 1.Knowledge of self-development
2 Learn the importance of Human values 3. Developing the overall personality
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AUDIT 1 SHve-rarEis

Course Objectives:
Students will be able to:

1. Understand the premises informing the twin themes of liberty and freedom from a civil rights
perspective.

2. To address the growth of Indian opinion regarding modem Indian intellectuals’ constitutional
role and entitlement to civil and economic rights as well as the emergence of nationhood in the
early years of Indian nationalism.

9. To address the role of socialism in India after the commencement of the Bolshevik Revolution
in 1917 and 1ts impact on the initial drafting of the Indian Constitution.

Svilabus

Units | Content Hour

« History of Making of the Indian Constitution:
1 History 4
Drafting Commuttee, { Composition & Working)

s Philosophy of the Indian Constitution:
2 Preamble Salient Features -

Contours of Constitutional Rights & Duties:
Fu johis
Raght to Equality
Raght to Freedom
3 Raght agmnst Explotation 4
Raght to Freedom of Rehgon
Cufltural and Educanional Rights
Ri I :
Directive Princaples of State Policy
Fundamental Duties.

Organs of Governance:
Parliament

Composilion

Qualifications and Disgualifications
Powers and Functions

4 « Executive 4
Presudent

Govemnor

Council of Ministers

Judiciary, Appointment and Transfer of Judges, Qualifications
Powers and Functions
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" Local AdninisirandiWw.FITSTRE
Dhstrict’s Admimstration head: Role and Irnpunance

Vil

5 Municipalities: Introduction, Mayor and role of Elected Representative, CE| O
of Municipal Corporation.
Pachayant ra): Introduction, PRI: ZilaPachayat. 4

Elected officials and their roles, CEQ ZilaPachayat: Position and role.
Block level: Orgamzational Hierarchy (Different departments),

Importance of grass root democracy

lage level: Role of Elected and Appointed officials,

Ins

Election Commission:

Election Commussion: Role and Functioning.
f Chief Election Commussioner and Election Commissioners. 4
State Election Commussion: Role and Functioming.

titute and Bodies for the welfare of SC/ST/OBC and women.

Suggested reading

1. The Constitution of India, 1950 (Bare Act), Government Publication.

2. Dr. 5. N. Busi,

Dr. B. R. Ambedkar framing of Indian Constitution, 1st Edition, 20135.

3. M. P. Jain, Indhan Constitution Law, Tth Edn., Lexis Nexis, 2014,
4. D.D. Basu, Introduction to the Constitution of India, Lexis Nexis, 201 5.

Course (utcomes:

Students will be ablg
L. Ihscuss the gro

of Gandhi in Ing
2. hscuss the

to:
wih of the demand for civil rights in India for the bulk of Indjans before the arrival
han politics.

intellectual  origins of the  framework  of afgument that

informed

the conceptualization of social reforms léading to revolution in India.

3. Discuss the circumstances surrounding the foundation of the Congress Socialist Party [CSP) under

the leadership o

f Jawaharlal Nehru and the eventual failure of the proposal of direct elections

through adult suffrage in the Indian Constitution.
4. Discuss the passage of the Hindu Code Bill of 1956.
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Course Objectives:
Students will be able to:

4. Review existing evidence on the review topic to inform programme design and policy]
making undertaken by the DfID, other agencies and researchers.
5. Identify critical evidence gaps to puide the development.

Svilabus

Units | Content Hours

Introduction and Methodology:

Aims and rationale, Policy background, Concepiual framework and
terminology 4
Theories of learmng, Curriculum, Teacher education.
Conceptual framework, Research questions.
Overview of methodology and Searching.

¢ Themanc overview: Pedagogical practices are being used by teachers inj
formal and informal classrooms in developing countries.
¢ Curnculum, Teacher education.

B

» Evidence on the effectiveness of pedagogical practices
o Methodology for the in depth stage: quality assessment of included

studies.

* How can teacher education (curmculum and practicum) and the school
curriculum and guidance materials best support effective pedagogy? 4
Theory, -

Strength and nature of the body of evidence for effective pedaguJ;iual
practi

Pedagu n¢ theory and pedagogical approaches.

Teacheps’ attitudes and beliefs and Pedagome strateges.

and

follow-up support
Peer support 4
Support from the head teacher and the-community.
Curnculum and assessment

Barners to learming: limited resources and large class sizes

Research gaps and future directions
Research design

Confexis

Pedagogy

Teacher education

Curniculum and assessment
Dhssemination and research impact.

]

Suggested reading

Ackers J, Hardman F (2001) Classroom interaction in Kenvan pnimary schools, Compare, 31 (2)
245-261.

2. Agrawal M (2004) Curncular reform in schools: The importance of evaluation, Journal of
Curriculum Studies, 36 (3): 361-379.

3. Akyeampong K (2003) Teacher trmmmng in Ghana - does it count? Multi-site teacher education
research project (MUSTER) country report 1. London: DFID.

4. Akyeampong K. Lussier K, Pryor J, Westbrook J (2013) Improving teaching and learning of basic
maths and reading in Africa: Does teacher preparation count? International Journal Educational
Development, 33 (3): 272-282.

5. Alexander RJ (2001) Culure and pedagogy: Intermational compansons mn primary education.

—Oxfordamd-Bosomr-Btackweit
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6. Chavan M (2003) Read India: A M EiESIRANKGLEOM 1o read” WiW,FigstRanker.com

7. www. pratham_ org/images/resource %2 dworking%e2 Dpaper®e 202 pdf.
Course Outcomes:
Students will be able to understand:
1. What pedagogical practices are being used by teachers in formal and informal classrooms in
developing countries?
2. What is the evidence on the effectiveness of these pedagogical practices, in what conditions, and
with what population of learners?
3. How can teacher education (cumculum and practicum) and the school curmculum and gumdance
materials best support effective pedagogy?
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Course Objectives
1. To achieve overall health of body and mind
2. To overcome stress

Syllabus
Unit Content Hours
1 » Definitions of Eight parts of yog. { Ashianga ) #
2 Yam and Niyam. Do’s and Don’t’s in life. h
1) Ahinsa, satva, astheva, bramhacharva and aparigraha
u) Shaucha, santosh, tapa, swadhvay, 1shwarpranidhan
3 ¢ Asan and Pranayam #
. Various yog poses and their benefits for mind & body
2. Regularization of breathing techniques and its effects-Types of
pranayam
Suggested reading
1. “Yogic Asanas for Group Tanning-Part-I" : Janardan Swami YogabhyasiMandal, Nagpur
2. “Rajayoga or conquering the Intermal Nature™ by Swam Vivekananda, Advaita  Ashrama

(Publication Department), Kolkata

Course (Outcomes:
Students will be able to:

l. Develop healthy[mmmd = IMpProving socl =

2. Improve efficiency
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SKILLS
Course Objectives
l. To learn to achieve the lghest goal happaly
2. To become a person with stable mind. pleasing personality and determination
3. To awaken wisdom in students

Syllabus
Unit Content Hours
1 Neetisatakam-Holistic development of personality #
. Verses- 19.20.21.22 (wisdom)
Verses- 29,531,532 (pride & heroism)
Verses- 26,28,63,65 (virfue)
Verses- 52,353,359 (dont’s)

Verses- T1,73,73,78 (do’s)

B

Approach to day to day work and duties. h
Shrimad Bhagwad Geeta : Chapter 2-Verses 41, 47 48,

Chapter 3-Verses 13, 21, 27, 35, Chapter 6-Verses 5,13,17, 23, 35,
Chapter 18-Verses 45, 46, 45,

® & & &

Shrimad Bhagwad Geeta: Chapter2-Verses 56, 62, 68
Chapter 12 -Verses 13, 14, 15, 16,17, 18

Personality of Role model. Shnimad Bhagwad Geeta: Chapier2-
erses 17, Chapter 3-Verses 36,37.42,
Chapter 4-Verses 18, 38,39

TSEE 3 7,00,00

& & & &

L]
=

Suggested reading
1. “Srimad Bhagavad Gita™ by Swami Swarupananda Advaita Ashram (Publication Department), Kolkata
2. Bhartnhar’s Three Satakam (MNin-snngar-vamragyva) by P.Gopinath, Rashiniva Sanskrit Sansthanam,
New Delh.

Course Outcomes
Students will be able 1o
l. Study of Shrimad-Bhagwad-Geeta will help the student in developing his personality and achieve the
highest goal in life
2. The person who has studied Geeta will lead the nation and mankind to peace and prospernty
3. Study of Neetishatakam will help in developing versatile personality of students
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