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CCooggnniittiivvee  aanndd  UUssaabbiilliittyy  IIssssuueess  iinn  GGeeoovviissuuaalliizzaattiioonn
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ABSTRACT: We provide a research agenda for the International Cartographic Association’s
Commission on Visualization and Virtual Environment working group on Cognitive and Usability Is-
sues in Geovisualization.  Developments in hardware and software have led to (and will continue to
stimulate) novel methods for visualizing geospatial data.  It is our belief that these novel methods will
be of little use if they are not developed within a theoretical cognitive framework and iteratively tested
using usability engineering principles.  We argue that cognitive and usability issues should be consid-
ered in the context of six major research themes: 1) geospatial virtual environments (GeoVEs), 2) dy-
namic representations (including animated and interactive maps), 3) metaphors and schemata in user
interface design, 4) individual and group differences, 5) collaborative geovisualization, and 6) evaluat-
ing the effectiveness of geovisualization methods.  A key point underlying our use of theoretical cogni-
tive principles is that traditional cognitive theory for static 2D maps may not be applicable to interac-
tive 3D immersive GeoVEs and dynamic representations – thus new cognitive theory may need to be
developed.  Usability engineering extends beyond the traditional cartographic practice of “user test-
ing” by evaluating software effectiveness throughout a lifecycle (including design, development, and
deployment).  Applying usability engineering to geovisualization, however, may be problematic because
of the novelty of geovisualization and the associated difficulty of defining the nature of users and their
tasks.  Tackling the research themes is likely to require an interdisciplinary effort involving geographic
information scientists, cognitive scientists, usability engineers, computer scientists, and others.
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Introduction

The three previous papers in this issue of CaGIS
propose research questions concerning repre-
sentation, database-geocomputation-visualiza-
tion links, and interface design that, once an-
swered satisfactorily, promise a host of new
methods for visualizing geospatial data.1 Al-
though the development of such methods is ex-
citing, we argue that users may find these meth-
ods difficult to apply, not derive the full benefit
from them, or simply not utilize them if we do
not consider various cognitive and usability issues.
To illustrate, imagine that we develop a tool to
assist school children in visualizing how tem-
perature changes in a lake over the course of the
year. We develop the tool explicitly for an im-
mersive geospatial virtual environment (immer-

                                                  
1Here, “methods” should be interpreted to include
both the conceptual approach to a geovisualization
problem and its implementation through specific
tools.
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sive GeoVE)2 because we think that children will
develop a better Afeel@ for spatiotemporal varia-
tions in temperature if they are immersed in the
lake environment. Although hardware and soft-
ware exists that could enable development of
such a tool, we would have to make decisions on
numerous cognitive/usability issues to insure the
tool’s success: for example, which immersive
hardware (e.g., head-mounted display or CAVE)3

would be appropriate for children and for this
particular application; what sort of interface
would be most appropriate for children; what
representation (symbology) would be appropri-
ate for depicting lake temperatures; and how
might such decisions vary as a function of a
child=s age, sex, culture, and other individual
characteristics?

We argue that the development of effective
geovisualization methods requires a two-
pronged effort: theory-driven cognitive research
and evaluation of methods via usability engi-
neering principles. Theory-driven cognitive research
(in a geospatial context) refers to studies that
seek to understand how humans create and
utilize mental representations of the Earth’s en-
vironment, whether obtained via maps or by
navigating through the environment (for exam-
ple, by walking or driving an automobile). If we
can develop theories of how humans create and
utilize mental representations of the environ-
ment, then we can minimize the need for user
testing of specific geovisualization methods.
Examples of theory-driven cognitive research
that direct attention to the role of maps and re-
lated displays in knowledge acquisition and use
include the work of MacEachren (1995) and
Lloyd (1997). Related work focuses on cognitive
aspects of wayfinding (a term that is commonly
used to describe our ability to determine and
follow a path or route through the environ-
ment); examples include Gärling and Golledge
(1993) and Golledge (1999).

Usability engineering is a term used to de-
scribe methods for analyzing and enhancing the
usability of software (Dumas and Redish 1993;

                                                  
2For our purposes, we define a VE as a computer-
based representation that invokes a sense of realism.
A GeoVE deals with virtual environments at a geo-
graphic scale as opposed to say, table-top or archi-
tectural scales.
3For an overview of hardware that produces a sense
of immersion, see the May 1997 issue of Computer
Graphics.

Nielsen 1993; Mayhew 1999).4 Usability engi-
neers are interested not only in whether software
is easy to use, but whether it responds satisfacto-
rily to the tasks that users expect of it. In cartog-
raphy, the practices of “user testing” and “user
studies” have much in common with those of
usability engineering. It should be recognized,
however, that usability engineering involves
both formative and summative evaluation. Forma-
tive evaluation is an iterative process that takes
place during software development, while sum-
mative evaluation is done near the end of soft-
ware development (Nielsen 1993, 170).

There are several reasons why research
funding is critical for studying cognitive and
usability issues associated with geovisualization
methods. First, and most practical, is that the
hardware and software associated with novel
methods is frequently expensive (a CAVE system
can cost close to $1,000,000). If schools and
government agencies are going to invest in ex-
pensive technology, they want to be sure that
their funds are not wasted – that these systems
truly provide advantages over traditional tech-
nologies. At the same time, we must recognize
that the cost of creating GeoVEs is dropping (3D
stereoscopic images can now be viewed for un-
der $500 and low-end head tracking systems are
available for under $1000; see
http://www.stereo3d.com/sitemap.htm). If such
technology becomes commonplace, we will need
to know whether and how the technology can be
effectively used for geovisualization. Second,
novel geovisualization methods will require fun-
damentally different design approaches than
existing methods; for example, creating a user
interface for an immersive GeoVE is likely to be
different than the traditional non-immersive
desktop (CRT) environment. Third, a key fea-
ture of geovisualization methods is the capability
to explore geospatial data (to uncover hidden
patterns and relationships in space and/or time);
such exploration requires a high degree of in-
teractivity not characteristic of traditional soft-
ware for spatial data processing. We need to

                                                  
4Usability engineering presumes that developers util-
ize widely accepted principles of sound interface de-
sign, such as those described by Shneiderman (1998).
The field of usability engineering involves more than
computer-based products; for example, Dumas and
Redish (1993, viii) “…consider the testing of a TV
set with menus or an oscilloscope with software-
based controls…”
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determine appropriate methods for handling
such interactivity and decide how these methods
can best be integrated in a user interface.

In this paper, we consider six major re-
search themes in association with cognitive and
usability issues in geovisualization: 1) geospatial
virtual environments (GeoVEs), 2) dynamic rep-
resentations (including animated and interactive
maps), 3) metaphors and schemata in user in-
terface design, 4) individual and group differ-
ences, 5) collaborative geovisualization, and 6)
evaluating the effectiveness of geovisualization
methods.5 In the next section of the paper, we
introduce each of these themes and discuss the
associated state of the art. In the following sec-
tion, we present a set of research challenges for
each theme that we believe must be tackled if
geovisualization methods are to be used effec-
tively.

Figure 1. Virtual Puget Sound 2: an exam-
ple of a GeoVE. Virtual Puget Sound 2 is an
immersive GeoVE that presents coupled envi-
ronmental models of bathymetry, Landsat im-
agery, three-dimensional water circulation, par-
ticle advection, and salinity. Users can move
freely above the landscape and underwater using
gestures. (Image courtesy of Nicholas R. Hedley,
Human Interface Technology Laboratory.)

                                                  
5 Our research themes are based, in part, upon earlier
work done by the ICA Commission on Visualization
and Virtual Environments (see http://www.geovista.
psu.edu/icavis/agenda2.html).

Research Themes and
State of the Art

Geospatial Virtual Environments

It is logical to place GeoVEs first in our list of
research themes because immersive GeoVEs
fundamentally change our traditional way of
acquiring spatial knowledge. In a desktop com-
puter environment, maps generally have been
depicted as an abstract 2D plan view (e.g., a cho-
ropleth map is viewed from directly overhead
and represents data values through color or
shading) and vision has been the primary means
of acquiring spatial knowledge. In immersive
GeoVEs, however, 3D representations are the
norm (Figure 1), and it is possible to use a vari-
ety of senses: vision, sound, touch (haptic), and
body (vestibular) movements. This new technol-
ogy is exciting, but the cognitive-usability theory
developed for representing geospatial informa-
tion in a traditional 2D environment may not be
applicable to this 3D, often more realistic, envi-
ronment.

The notion of creating GeoVEs has blos-
somed in the 1990s. Within GIS, popular soft-
ware packages now include realistic 3D mapping
options (e.g., ArcView’s 3D Analyst and ERDAS
Imagine’s Virtual GIS) and hundreds of pack-
ages have been developed solely for 3D map-
ping.6 Publications related to 3D mapping have
not been as prominent as new software, but we
are beginning to see research results focused on
the utilization and potential for 3D mapping
(Kraak (1994), Hoinkes and Lange (1995),
Buziek and Döllner (1999), Haeberling (1999),
Hedley et al. (1999), and Patterson (1999)), par-
ticularly in urban applications (Day et al. (1994),
Liggett and Jepson (1995), Doyle et al. (1998),
and Batty et al. (1998b)).

GeoVEs can depict either the tangible or
intangible world (e.g., a natural landscape or the
average education of a population, respectively).
Potentially, the greatest benefit of GeoVEs may
be for depicting the intangible world because
they allow us to look at the unseen in ways that
we have not been able to with traditional 2D

                                                  
6 A U.S. Army Corp of Engineers site
(http://www.tec.army.mil/TD/tvd/survey/survey_toc.
html) lists more than 350 packages purported to sup-
port “terrain visualization” alone.

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

4

__________________________________________
mapping (Bryson 1996; MacEachren et al.
1999b).7

Although software for creating GeoVEs has
become readily available, the bulk of this soft-
ware has been utilized in the traditional non-
immersive desktop environment. This is starting
to change, however, as researchers are begin-
ning to report on the potential that immersive
environments provide. Researchers in the Geo-
VISTA Center at Penn State University are
among the most active groups exploring
GeoVEs. Extending from the work of Heim
(1998), they have proposed four “I” factors im-
portant in creating GeoVEs: immersion8, interac-
tivity, information intensity, and intelligence of objects
(Figure 2) (MacEachren et al. 1999b). Since each
of these factors signals a set of cognitive-usability
issues, we will use them to summarize the state

                                                  
7 For those wishing to create intangible VEs, special-
ized “visualization software” is frequently used, such
as Data Explorer and AVS. For a list of visualization
software, see
http://www.prenhall.com/slocum/tools.htm; for an
evaluation of such software, see Slocum et al. (1994)
and Uhlenküken et al. (2000).
8Technically, we should distinguish immersion from
presence; for a discussion of this issue, see Witmer
and Singer (1998). A greater sense of immersion
leads, typically, to greater presence.

of the art in this section and to introduce re-
search challenges in the subsequent section.

 Immersion can be defined as “…a psycho-
logical state characterized by perceiving oneself
to be enveloped by, included in, and interacting
with an environment…” (Witmer and Singer
1998, 227). A traditional CRT display provides
little sense of immersion, while a CAVE provides
a strong sense of immersion. A reasonable hy-
pothesis is that systems providing a greater
sense of immersion will be most effective be-
cause: 1) they come closer to matching how we
normally perceive the real world than do non-
immersive systems (at least when depicting the
tangible world), thus permitting us to use real-
world cognitive processing strategies (Buziek
and Döllner 1999), and 2) we are less likely to be
distracted by the real world outside the hard-
ware. A counter argument is that cartography is
successful (it has been for centuries) precisely
because the world is too complex to take in at
once – we need abstraction and a separation
between representations and ourselves to help
us make sense out of it.

 Within geography, Verbree et al. (1999) ex-
amined immersion in the context of the land-
scape planning process in the Netherlands, but
they did not consider cognitive issues nor con-
duct any user testing. Outside geography,
Pausch et al. (1997) and Ruddle et al.(1999)
have compared head-mounted displays (HMDs)
with CRT displays. Both studies found that those
using HMDs performed better, but not neces-
sarily in all aspects; for example, Ruddle et al.
found that HMD users navigated through virtual
buildings significantly faster, but that the length
of paths taken was no shorter.

We are just beginning to tap the full poten-
tial of being immersed. Early VEs relied primar-
ily on vision, but today’s VEs are starting to util-
ize sound (Golledge et al. 1998), touch (Berkley
et al. 1999; Berkley et al. 2000), hand gestures
(Sharma et al. 2000), and body movements
(Bakker et al. 1999).

One concern with interactivity (the second I
factor) is developing methods to assist users in
navigating and maintaining orientation in
GeoVEs.9 Rudolph Darken and his colleagues

                                                  
9 For our purposes, navigation is “the method of de-
termining the direction of a familiar goal across un-
familiar terrain”, while orientation is “concerned
solely with direction and not destination.” (Fuhrmann
and MacEachren 1999) after (Baker 1981).

Figure 2. The four “I” factors important
in creating GeoVEs: immersion, interac-
tivity, information intensity, and intelli-
gence of objects.
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have undertaken fundamental work on this
topic. In one study, Darken and Sibert (1996)
examined the ability of people to navigate very
large GeoVEs (a hypothetical land-sea environ-
ment) and found that real world environmental
design principles could be utilized in the GeoVE
(Figure 3). Their work is relevant to our goals
because they used cognitive theory to design
their navigation system (e.g., the work of
Thorndyke and Stasz (1980)) and usability engi-
neering methods throughout design and im-
plementation. In a subsequent study, Darken
and Cevik (1999) examined how a virtual map
might assist users in navigating a GeoVE, find-
ing that different tasks were facilitated by differ-
ent map types.10

In considering navigation and orientation
issues in GeoVEs, there is considerable research
on wayfinding that could be applicable. In fact,
those interested in wayfinding have begun to

                                                  
10 For recent research on cognitive factors that may
influence navigation in VEs, see Cutmore et
al.(2000).

recognize the potential that VEs provide for ex-
amining wayfinding issues (Péruch and Gaunet
1998), and some research has already been
completed (Klatzky et al. (1998) and Richardson
et al. (1999)).11 Although such research is poten-
tially applicable to geovisualization, it must be
recognized that the purposes of geovisualization
and wayfinding are different fundamentally.
The objective of wayfinding research is to un-
derstand how people learn about and navigate
through the environment. The primary goal is
to find and move to a particular location. In
contrast, the objective of geovisualization is to
develop methods that will assist in understand-
ing the Earth’s environment. Here, the primary
goals are to support searches for the unknown
and the construction of knowledge.

Another concern related to interactivity is
the extent to which users interact with and
modify objects in a display. Presumably, users
will require a set of interaction options similar to
those found outside GeoVEs, such as brushing,
focusing, and colormap manipulation (Buja et
al. 1996; Dykes 1997). The three-dimensional
realistic appearance of the environment, how-
ever, will allow a host of operations that we
normally would not think of in two-dimensional
maps, such as picking up objects and rotating
them. Gabbard and Hix (1997) summarize nu-
merous interaction techniques that have been
attempted in VEs, while Bowman and Hodges
(1999) present formalized methods for devel-
oping and analyzing such techniques.

Information intensity (the third I factor) deals
with the level of detail in the GeoVE. Conven-
tional rules for generalization as well as research
advances in automated map generalization
(e.g., the January 1999 issue of CaGIS) may be
useful in deciding on the appropriate level of
detail. The rules have, however, never been
tested in GeoVEs and the research has been ori-
ented toward abstract symbolization for 2D
maps. Support for changes in detail as users
zoom between scales is being tackled now (as
part of the Digital Earth project --
http://www.digitalearth.gov/), but the approaches
developed address the issue primarily from a
technical standpoint (Reddy et al. 1999), without
considering cognitive or usability issues. Level of
detail is related to the notion of geographic

                                                  
11Chen and Stanney (1999) have developed a theo-
retical model of wayfinding that may assist in devel-
oping navigation strategies in VEs.

Figure 3. An example of how environmental
design principles were applied by Darken
and Sibert (1996)  to assist users in navigat-
ing a large VE. This diagram was used to di-
vide the VE into distinct small parts, provide
spatial ordering (e.g., by color), and provide
directional cues (each of the outermost
points had a “flag” pointing toward the red
innermost point). (After Darken and Sibert
(1996, 56). )
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scale, a topic for which fundamental cognitive
questions are only beginning to be explored
(Montello and Golledge 1999).

Intelligent objects (the fourth I factor) raise
some appealing possibilities for assisting users in
interpreting GeoVEs. Outside the field of GIS-
cience, intelligent agents (in the form of avatars)
are being used to teach people how to work with
machinery (Johnson et al. 1998; Rickel and
Johnson 1999), for representing individuals
handling a global crisis, and for advertising and
presentation (Encarnação et al. 1997; Noll et al.
1999).12 Borrowing from these examples, we can
imagine agents assisting users in navigating
through and understanding virtual geographic
landscapes or in retrieving geospatial informa-
tion (Cartwright 1999b).

Within geography, Michael Batty and his
colleagues have used computational agents to
model individual behavior in urban settings
(Jiang 1999; Batty and Jiang 2000) and experi-
mented with having users negotiate the same VE
traversed by agents (Batty et al. 1998a). If users
join agents within a VE, then there will be some
important cognitive issues to consider -- does
this, for example, facilitate learning about how
crowds behave?13

One issue not explicitly dealt with in the
four I’s is the emerging technology of augmented
reality (AR).14 In most virtual environments, a
virtual world replaces the real world, but in AR a
virtual world supplements the real world with ad-
ditional information (Feiner et al. 1997). For
example, someone travelling in an urban envi-
ronment might want to see building names
overlaid on the actual buildings. A particularly
promising aspect of AR is the potential for col-
laborative visualization (Billinghurst and Kato
1999).

                                                  
12 Within geography, avatars have received relatively
little interest, although Crampton (1999) proposed
that they be used in a virtual campus map. It should
be noted that the term avatar can be used to represent
something inert as well as intelligent since the term is
often used to refer to position markers for a person
inside a virtual world.
13For additional information on the use of agents in
geography, see Rodriques et al. (1998).
14AR is a subset of mixed reality (MR), which is a
mix of virtual and real environments (Drascic and
Milgram 1996). For a survey of AR issues, see
Azuma (1997); perceptual issues in AR are discussed
by Drascic and Milgram (1996)

A second issue in VEs not dealt with in the
four I’s is health and safety hazards. While it is un-
likely that these hazards are specific to geospa-
tial uses of VE, hazards ranging from tripping
over a cord while immersed in a VE to cybersick-
ness (a form of motion sickness that can result
from exposure to VEs) should be taken into ac-
count. For work on such issues, see Stanney et al.
(1998, 339-343) and Wann and Mon-Williams
(1997, 55).

Dynamic Representations

We use the term dynamic representations to refer
to displays that change continuously, either with
or without user control. Dynamic representation
has changed the way users obtain and interact
with information across the full range of display
technologies, from CAVES to traditional desktop
computers. One form of dynamic representation
is the animated map, in which a display changes
continuously without the user necessarily having
control over that change. An argument for util-
izing animation is that it is natural for depicting
temporal data because changes in real world
time can be reflected by changes in display time.
For instance, Figure 4 illustrates two frames
from a classic animation of temporal data –
Treinish’s (1992) portrayal of the ozone hole.
Animation can also be utilized for atemporal
data; examples include fly-bys and sequencing
data from low to high values.15

In addition to enabling animated maps,
dynamic representations also permit users to
explore geospatial data by interacting with
mapped displays, a process sometimes referred
to as direct manipulation. For example, in Figure
5 a user can explore the spatial pattern by
moving a slider along the dot plot to adjust the
midpoint of the diverging color scheme (An-
drienko and Andrienko 1999). Those who have
developed exploratory interactive software in-
clude Rheingans (1992), Dykes (1996; 1997),
Shneiderman (1999), and Fishkin and Stone
(1999).

Interactive exploration can also be consid-
ered in the context of animated maps. Although
many animations have been developed with
minimal opportunity for interaction (e.g., those
distributed in video form), the greatest under-

                                                  
15For an overview of how animation can be used, see
DiBiase et al. (1992) and Slocum (1999).
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standing may be achieved when the animation is
under complete user control and the geospatial
data can be explored in a variety of other ways
(Andrienko et al. 2000b; Andrienko et al. 2000a;
Slocum et al. In press).

More generally, although the notions of
animation, exploration, and interactivity have
enticed cartographers, we should ask whether
dynamic representations truly work.  Do anima-
tions permit users to interpret spatiotemporal

Figure 4. Two frames from an animation by Treinish (1992) portraying the ozone hole. A key research
question is determining what information can be gleaned from static images such as these as opposed
to an animation of the data (Courtesy of Lloyd Treinish, IBM Thomas J. Watson Research Center.)

Figure 5. How spatial pattern can be analyzed by interacting with a map display. As the user moves
a slider along the dot plot at the top of the figure, the spatial pattern appears to change dynamically.
(From Andrienko and Andrienko (1999, 363); for information on the International Journal of Geo-
graphical Information Science, see http://www.tandf.co.uk.)
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patterns more effectively than static maps and
do interactive displays enhance user under-
standing of spatial patterns (Scaife and Rogers
1996)?

Studies of the effectiveness of animated ver-
sus static maps have produced mixed results.
For example, Koussoulakou and Kraak(1992),
Gershon (1992), and Patton and Cam-
mack(1996) found that animation was more ef-
fective, while Slocum et al. (1990), Slocum and
Egbert (1993), Cutler (1998), and Johnson and
Nelson (1998) found little difference between
animated and static maps.16 Although in total
these studies provide support for animation, a
meta-analysis by Morrison et al. (2000) suggests
that animations generally are not as effective as
static graphics for educational purposes.

We need to consider Morrison et al’s study
carefully, since it contradicts the commonly held
notion that animations can be effective, while
recognizing that the animations used in studies
they reviewed generally did not depict geospa-
tial information. A key problem Morrison et al.
pointed out was that a fair comparison between
static and most animated graphics was not pos-
sible because static graphics were missing the
microsteps shown in animations. This suggests
that the display of microsteps might be the
power of animations. From our perspective, one
potential limitation of Morrison et al.’s method-
ology was their assumption that the effectiveness
of animation must be evaluated in the absence
of interactivity. It is our experience that anima-
tions are most effective when users have control
and thus can interact with them (just as when
users are free to control the attention paid to
locations in a static graphic). Thus, we need to
evaluate animations, both with and without inter-
activity in various problem contexts.

Numerous variables might affect the under-
standing of animations, including the method of
representation (symbology), the method of in-
terpolating frames, and the nature of the phe-
nomenon animated. Rather than performing
usability tests of these variables, researchers have
focused on approaches for identifying the fun-
damental elements of map animation design
and on creating animations (e.g., MacEachren

                                                  
16 We have focused on user studies of animation; oth-
ers (notably Dorling (1992)) have made useful con-
tributions regarding the effectiveness of animation
without performing user testing.

(1995), Acevedo and Masuoka (1997) and Blok
et al. (1999)).

There have been few usability studies deal-
ing with interactive displays, and the focus has
been on manipulating animations. Edsall et al.
(1997) evaluated the effectiveness of various leg-
end forms (clock-like versus slide bar) in under-
standing a weather map animation, finding no
difference for simple retrieval and interpreta-
tion tasks. Harrower et al. (2000) found that the
addition of temporal brushing and focusing to a
standard animation was not particularly effective
for students, although those with moderate
knowledge of the application domain benefited
the most. MacEachren et al. (1998), in contrast,
reported that when expert epidemiologists were
provided tools that allowed them to focus on
high death rate values during an animation, the
experts detected space-time patterns missed en-
tirely by those using the tools in other ways. Slo-
cum et al. (2000) examined user preferences for
animation, small multiples, and change maps in
MapTime, a package for exploring spatiotem-
poral data associated with point locations. They
found that people liked animation because it
provided an intuitive sense of time and showed
overall patterns well, a raw small multiple be-
cause one time element could be compared with
another, and a small multiple composed of
change maps because it focused on changes at
particular locations.17

Metaphors, Schemata & Interface De-
sign

When working with GeoVEs, dynamic repre-
sentations, or geovisualization generally, a criti-
cal issue is the nature of the user interface. From
our perspective, a key element of interface de-
sign is the metaphors used. The classic example
of an interface metaphor is the “desktop meta-
phor”, developed by researchers at Xerox,
popularized by Apple, and now common in most
operating systems. In theory, metaphors should
work because a source domain can be “mapped”
into the target domain (Lakoff and Johnson

                                                  
17 The Varenius Project of the NCGIA recently identi-
fied “Cognition of dynamic phenomena and their
representations” as a “high priority” research topic
(Mark et al. 1999). The results of a Workshop associ-
ated with this Project can be found at
http://www.ncgia.ucsb.edu/Publications/Varenius_Re
ports/Cognitive_Models.pdf.
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1980; Johnson 1987); for example, in the desk-
top metaphor, elements found in an office serve
as the source domain. Although the desktop
metaphor has been popular, many other meta-
phors are possible; for example, Kuhn (1992)
cites the following as metaphors attempted in
GIS: program, manipulate, communicate, dele-
gate, query, browse, skim, produce and receive
documents, solve problems, play, cooperate, see,
view, and experience.18

Closely associated with metaphors is the
notion of cognitive schemata (Neisser 1976).
Ideally, interpretation using geovisualization will
be enhanced if the form of representation and
associated interaction match intuitively with
schemata for structuring spatial information; for
instance, providing a legend to a contour map
that depicts the contours as irregularly shaped
nested lines should prompt an appropriate
schemata for interpreting map terrain (DeLucia
and Hiller 1982).

Researchers have implemented metaphors
potentially relevant to geovisualization in three
domains: GIS, geovisualization itself, and infor-
mation visualization.

In the context of GIS, Egenhofer and Ri-
chards (1993) and Elvins and Jain (1998) im-
plemented a map-overlay metaphor (modeled
on traditional overlays on a light table). Good-
child (1999) has proposed the Earth as a meta-
phor in association with the Digital Earth project
(http://digitalearth.gsfc.nasa.gov/). Others who
have worked with metaphors in GIS include
Neves et al. (1997), Schenkelaars and Egenhofer
(1997), and Blaser et al. (2000).

In the context of geovisualization, Kraak et
al. (1997) and Edsall et al. (1997) utilized meta-
phors in developing legends for an animated
weather map. Their notion was that clocks and
timelines serve as metaphors for linear and cy-
clic components of time and thus should prompt
appropriate schemata. Fuhrmann and
MacEachren (1999) proposed the intriguing
notion of a “flying saucer” metaphor for navi-
gating 3D VRML desktop-based environments.
Cartwright (1999b; 1999a; 2000) suggested nu-
merous metaphors (e.g., storyteller, navigator,
guide, and sage) that might be utilized to build a
GeoExploratorium, a means for accessing a wide
variety of spatial resources relevant to a par-
ticular geographical area of interest. Other

                                                  
18For more on interface metaphors, see the Cartwright
et al. paper in this issue.

metaphors utilized in geovisualization include
Pang and Wittenbrink (1997) and Fishkin’s
(1999) spray-can and Magic Lens filter, respec-
tively.

Metaphors relevant to geospatial informa-
tion also have been used in information visualiza-
tion, a burgeoning discipline with a focus on the
visual representation and analysis of non-
numerical abstract information (Card et al.
1999). The process of converting abstract non-
numerical information into a viewable spatial
framework has been termed spatialization (a term
that signals parallels with cartography and geo-
visualization). Metaphors are relevant in this
context in the sense that the resulting space will
be most meaningful if users can relate it to their
real world experience with geographic (and
cartographic) space – a principle at the heart of
work on applications such as ThemeRiverTM and
ThemeViewTM developed by information visuali-
zation researchers at Pacific Northwest National
Laboratory
(http://multimedia.pnl.gov:2080/infoviz/). Geog-
raphers working in information visualization
include Kuhn (1997), Skupin and Buttenfield
(1996), Couclelis (1998), and Fabrikant (2000).19

To date, most metaphors have been im-
plemented within a Windows-Icons-Menus-
Pointer (WIMP) interface. In contrast, Robert-
son et al. (1999) have developed a novel work-
space interface that utilizes 3D perspective and
animation. Also exemplary of the move away
from WIMP interfaces is the work on multimodal
and natural interfaces that attempt to mimic the
way people interact with one another (for exam-
ple, using gesture and speech). Oviatt and
Cohen (2000, 47) note that multimodal inter-
faces are particularly effective for
“…applications that involve visual-spatial infor-
mation” (p. 47) (see Oviatt (1997) and Sharma et
al. (2000) for examples).

Immersive GeoVEs have the potential for
implementing relatively direct metaphors (at
least for tangible phenomena), since the inten-
tion is to create a target domain (the VE) that
has the “look and feel” of the source domain
(the real world). For example, when sitting in
the cockpit of a flight simulator, one is supposed
to obtain the feel that one is actually flying. Im-

                                                  
19 For recent research on the usability of information
visualization tools, see the November 2000 (Vol. 53,
No. 5) issue of the International Journal of Human-
Computer Studies.
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plementing metaphors in GeoVEs is challeng-
ing, however, because of the varied specialized
interaction devices that have been developed
(Youngblut et al. 1996; Buxton and Fitzmaurice
1998; Buxton 2000).20

Individual and Group Differences

In considering research themes to this
point, we have treated users of geovisualization
methods as a homogeneous group. Obviously,
this is inappropriate, as numerous variables
could affect a person=s ability to work with a
method, such as their expertise, culture, sex,
age, sensory disabilities, education, ethnicity,
physiology and anatomy, and socioeconomic
status. Collectively, we refer to these variables as
“individual and group differences.” An impor-
tant concern is what to do if we find that certain
individuals or groups work more effectively with
a method or with selected features of that
method. We see two possible solutions. One is to
train (or educate) people in geovisualization
methods; the other is to design methods so they
can be adjusted to the cognitive characteristics
of the individual user.

In reviewing the state of the art related to
individual and group differences, we will focus
on five factors that could covary with cognitive
differences among individuals: expertise, cul-
ture, sex, age, and sensory disabilities. The no-
tion of expertise is complicated because it can be
defined in so many different ways (Nyerges
1993; 1995). For our purposes, we will define
expertise on the basis of three dimensions of
user experience: with the tool, the problem do-
main, and computers in general (Nielsen 1993,
43-44). To date, an analysis of the role of exper-
tise in geovisualization has been limited to two
studies: McGuinness (1994) and Evans (1997).

Two aspects of culture need to be under-
stood and incorporated into the design of geo-
visualization methods. The first is the need to
translate linguistic information that is part of a
geovisualization method. This is not as
straightforward as it may seem, given that dif-
ferent languages label parts of the world in dif-
ferent ways that are only partially overlapping
(for example, the meaning of “lake” vs. “pond”
in English and French (Mark 1993)). A second

                                                  
20For an example of a study involving metaphors in
an immersive VE, see Peterson et al. (1998).

issue concerns the interpretation of iconic sym-
bols by different cultural groups. Iconic symbols
are effective because they resemble what they
stand for, making them easy to interpret (e.g.,
use of an airplane symbol to represent an air-
port). However, iconic symbols derive their se-
mantics from people’s experience, some of
which is culturally specific; for example, the
color green may suggest water more effectively
than blue does in some cultures, and a cross is
not universally a good symbol for religious in-
stitutions. Issues of the semantics of iconic sym-
bols extend to auditory symbols as well -- what is
“naturally” suggested by a particular sound (do
low tones represent large features or objects)?

Sex has frequently been a variable examined
in studies of traditional static maps (Gilmartin
and Patton 1984). In the case of CRT displays,
girls and boys do not use computer technologies
in exactly the same ways, and thus different in-
terface designs may be better suited for each
(Jakobsdóttir et al. 1994). Males and females
also have been shown to perform differently at
“dynamic spatial reasoning tasks” such as the
apprehension of the relative speeds of moving
targets on a computer screen (Law et al. 1993).
This may have implications for the way anima-
tions are used and understood by the two sexes.

Age is obviously a variable that can have
considerable impact on our ability to understand
visualization methods. It would be unusual to
find a system that worked equally well with chil-
dren and adults of all ages, which suggests the
need for research on how best to design systems
for use in schools and in public places where
they will be accessed by children as well as adults
(Liben and Downs 1992). Similarly, declines in
spatial visualization abilities in middle and late
adulthood have been documented (Salthouse
and Mitchell 1990); and so their implications for
geovisualization need to be investigated.

Sensory disabilities can also have considerable
impact on success of geovisualization methods.
Potential visual impairments include color
blindness, low vision, and total blindness itself.
Olson and Brewer (1997) developed color
schemes to assist color deficient readers, but
these schemes have not been tested in an inter-
active visualization environment, which has a
limited color space compared to print media.
Similarly, studies of map reading for those with
low vision and the totally blind have been un-
dertaken (Ungar et al. 1997; Blades et al. 1999),
but not in the context of geovisualization. Other
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___________________________________________
sensory and motor disabilities, such as deafness,
have implications for how multi-sensory geo-
visualizations may be apprehended. For exam-
ple, data sonification will clearly not work well
with deaf users, but haptic methods might.
Similarly, the field of spatialized sound (recre-
ating 3D environments with 3D sound) is evolv-
ing (Loomis et al. 1990; Begault 1994; Loomis
et al. 1998a; Loomis et al. 1998b).

In identifying the above factors as being as-
sociated with cognitive differences in geovisuali-
zation, it is important to remember that the
factors should not necessarily be equated with
the cause of a difference among individuals
(Montello et al. 1999). Two people who speak
different languages may have different cogni-
tions because of something other than their lan-
guages, for instance, males and females may
differ in their cognition because of some experi-
ential variable that covaries with sex but is not
determined by it. In many cases, it is beyond the
scope of the geovisualization community to de-
termine the ultimate causes for group differ-
ences, nor may it be important that we know
these causes as long as we can identify reliable
and consistent patterns of variation.

Since GeoVEs are one of our major re-
search themes, it is important to consider indi-
vidual differences associated with VE. In this
context, Stanney et al. (1998, 332-334) note that
attention to individual differences has been lim-
ited to sense of presence and cybersickness.
Some of the areas Stanney et al. cite as needing
work include assisting low-spatial users in
maintaining spatial orientation, the difficulty
that some individuals may have in handling

multisensory input, differences in personality
traits, and the role that age differences may play
(e.g., the diminution of eye sight with age).

Collaborative Geovisualization

It is commonly assumed that individuals
utilize geovisualization methods in isolation, but
this is often untrue. For example, in a typical
classroom situation, students may cluster around
a computer monitor and freely exchange ideas
about what they are looking at. With the avail-
ability of the Internet, collaborative geovisualiza-
tion now can also take place over great distances
and in fundamentally different ways (Bajaj and
Cutchin 1999; MacEachren et al. 1999a). De-
signing visualization methods for such a setting
is more complex for we cannot fine-tune the
system for an individual, but must consider how
the group of individuals will respond and inter-
act with one another.  Thus, both cognitive and
social issues may be important.

The notion of collaborative geovisualization
has its roots in Computer Supported Collabora-
tive Work (CSCW) (Shum et al. 1997) and Col-
laborative Spatial Decision-Making (CSDM)
(Densham et al. 1995). A variety of collaborative
visualization efforts have taken place outside
GIScience. Wood et al. (1997) and Bajaj and
Cutchin (1999) have tackled many of the techni-
cal issues  (e.g., enabling a collaborator to join
and leave a session at any time). Shiffer (1995;
1998) has been a leader in implementing col-
laborative decision-making in planning, and is
one of the few to have attempted a user evalua-
tion of collaborative geospatial systems.21 Com-
plementary work includes Johnson et al.(1999)
and the CoVis Project
(http://www.covis.nwu.edu/) in education,  and
Rinner (1999) in planning. MacEachren (2000;
2001) reviews such work and its potential con-
nections to collaborative geovisualization.

One point stressed by those involved in
collaborative work is that collaboration can take
place in four different ways: same place-same
time, same place-different time, different place-
same time, and different place-different time
(Figure 6). Different place-same time geovisuali-
zation is particularly challenging because direct

                                                  
21Other work that may form a basis for evaluating
collaborative systems includes that of Nyerges et al.
(1998) and Reitsma (1996).

Figure 6. Four different ways in which
collaborative geovisualization can take
place. The different place-same time sce-
nario is particularly problematic because
rapid communication may have to take
place.
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manipulation must take place remotely. Within
GIScience, researchers at Penn State and Old
Dominion University have experimented with
different place-same time visualization of rela-
tionships between climate and topography util-
izing Internet 2 and ImmersaDesks
(MacEachren et al. 1999a), while a group at the
University of Washington has developed a
shared virtual space for remote synchronous and
asynchronous geoscientific collaboration (Hed-
ley and Campbell 1998).22

Brewer et al. (2000) are developing software
that will enable both same-time/same-place or
same-time/different place cooperative work by
scientists working on problems related to envi-
ronmental change. Following along the lines we
promote in this paper, they are taking a human-
centered design approach that involves iterative
application of usability engineering methods.

Within immersive GeoVEs, collaboration is
especially complicated because hardware limita-
tions may prevent or limit the ability of individ-
ual collaborators to either see what others per-
ceive, see what others are doing, or to make
modifications in a shared scene. Particularly
problematic are traditional HMDs, which gener-
ally have been used only by individuals in a non-
collaborative environment; this is why geogra-
phers have become interested in table-top
GeoVEs and the CAVE (Verbree et al. 1999).
Even with these later systems, however, there is
usually a single correct viewpoint and one per-
son controlling the display. More flexible sys-
tems are possible that permit more than one
controlling collaborator, with each person see-
ing a “correct” view (McDowall and Bolas 1997;
Fuhrmann et al. 1998; Billinghurst and Kato
1999). These systems, however, have not yet
been widely adopted, and they raise a variety of
social as well as cognitive questions about how
both control and the multiple perspectives gen-
erated might be shared.

                                                  
22Armstrong and Densham (1995) undertook some
early collaborative cartographic work, but they did
not emphasize the interactivity that we typically ex-
pect with geovisualization methods. For collaborative
work in the context of GIS, see Churcher and Chur-
cher(1999).

Evaluating the Effectiveness of
Geovisualization Methods

Our sixth theme, evaluating the effective-
ness of geovisualization methods can be divided
into two subthemes: 1) methodology for evalu-
ating geovisualization methods and 2) practical
utility of geovisualization methods.

Developing a Methodology

While cartography has a long history of
perceptual-cognitive research on use of maps,
experimental paradigms used were developed
for studying static map use and the focus has
been on comparing relatively narrow alterna-
tives (e.g., a set of possible color schemes) for a
narrow range of tasks (e.g., value retrieval or
region comparison). Comprehensive usability
evaluation throughout the lifecycle of map
products has been uncommon.

One of the keys in conducting a usability
study is specifying the users and the tasks that
they need to perform (Mayhew 1999, 6-7). As
geovisualization applications expand from their
early focus on facilitating scientific investigation
by experts to a broader range of users and uses,
assessing usability becomes more complex. The
standard usability engineering practice of ob-
serving potential users working with current
tools provides limited (and sometimes mislead-
ing) insight on what they might do with geovisu-
alization (because there is often no analogous
situation using current tools to the kinds of data
exploration that dynamic geovisualization can
enable).

 Cartographers have conducted a number
of studies on the effectiveness of geovisualization
methods, but these studies generally have dealt
with just a limited portion of the software de-
sign-testing process, applying one or two tech-
niques, rather than the broad range of methods
that a comprehensive usability engineering ap-
proach requires.23 Examples of methods utilized
by cartographers include focus groups (Egbert
1994; Monmonier and Gluck 1994; Kessler
1999; Harrower et al. 2000); interviews (Slocum
et al. 2000); and verbal protocols (MacEachren
et al. 1998).24

                                                  
23For an overview of methods, see
http://www.cs.umd.edu/~zzj/UsabilityHome.html.
24For an overview of qualitative approaches used in
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Buttenfield (1999) is one cartographer who
has looked at usability engineering from a
somewhat broader perspective.  In working with
the Alexandria Digital Library Project (which
did not involve geovisualization), she stressed
the need to evaluate throughout the lifecycle of
design, development, and deployment. Butten-
field also promoted a convergent methods para-
digm in which multiple methods of evaluation
are used (e.g., transaction logs, verbal protocols,
and entry and exit surveys). In a similar vein,
outside the field of geography Bowman and
Hodges (1999, 43) have proposed a testbed of
multiple methods for evaluating interaction
techniques in VEs.

An important characteristic of how usability
studies are conducted is the timing of software
development and associated user testing. In this
context, Gabbard et al. (1999) have developed
an appealing methodology for evaluating VEs
that might be applied to geovisualization meth-
ods (i.e., not just to GeoVEs).25 The methodology
is based on usability engineering and user-
centered design (Norman and Draper 1986) and
consists of four major steps: an analysis of user
tasks (these are used as a basis for developing
the initial software), an evaluation of the soft-
ware by experts, a formative user-centered
evaluation (in which users work with the soft-
ware), and a task-based comparison of alterna-
tive implementations.

Practical Utility of Geovisualization Methods

Although we may develop geovisualization
methods that are intended to “work” (for indi-
viduals or groups), we argue that such methods
will be of little use if they do not actually en-
hance science, decision-making, and education
outside the research laboratories where they are
developed. Thus, we need to examine the effec-
tiveness of geovisualization methods, both in the
traditional laboratory setting (where they are
developed) and in the “real world” (where they
are actually used). To a certain extent, this re-
search theme can be subsumed under the notion
of usability engineering – as one of its funda-
mental stages is an evaluation of the software in

                                                                           
cartographic research, see Suchan and Brewer
(2000).
25For details on their usability guidelines for VEs, see
Gabbard and Hix (1997).

real world practice (for example, Mayhew (1999)
terms this the “installation” stage).  We envision,
however, that an examination of social issues
related to the use of geovisualization in real
world practice will extend beyond what usability
engineers normally deal with.

Literature on user acceptance of informa-
tion technology (IT) (Dillon and Morris 1996)
falls within the framework of potential social
issues that we might consider. Research on so-
cietal issues involved in GIScience is also poten-
tially relevant to the utilization of geovisualiza-
tion methods. A major portion of the Varenius
Project of the NCGIA is dedicated to social is-
sues, although thus far they have not focused on
geovisualization (Sheppard et al. 1999). Finally,
we may also wish to consider sociology of scien-
tific knowledge (SSK) theory. One generally ac-
cepted tenet of SSK theory is that scientific de-
velopments do not occur in isolation from soci-
ety, but rather are a function of the milieu in
which they are developed (Barnes et al. 1996;
Kourany 1998).

To determine the extent to which geovisu-
alization methods appear to have facilitated sci-
ence, decision-making, and education, we un-
dertook a literature review. Using keyword
searches of several bibliographic databases and
our own knowledge of the literature, we found
71 applications that appeared to facilitate sci-
ence, decision-making, or education (A sum-
mary is shown in Table 1; for a more detailed
list, see Appendix A). Our intention was not to
develop a comprehensive list, but to acquire a
basic sense of how geovisualization has been

A. Science
     Human Geography - 12
    Physical Geography – 18

B. Decision making
    Human Geography - 22
   Physical Geography – 9

C. Education
   Human Geography – 3
  Physical Geography - 7

Table 1. Applications of geovisualiza-
tion that appear to facilitate science, deci-
sion making, and education
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utilized. Not included in Table 1 are works in
which the emphasis was on the development of
geovisualization methods, as opposed to their
application.

Although Table 1 suggests that geovisuali-
zation is being used to facilitate science and de-
cision-making, one deficiency we noted was the
lack of formal measures of success – the evi-
dence is primarily anecdotal. With the exception
of papers by MacEachren et al. (1998) and Shif-
fer (1995), published reports provide only indi-
rect evidence that users benefited from geovisu-
alization.26

 In contrast to the common use of geovisu-
alization in science and decision-making, Table
1 indicates a lack of geovisualization applica-
tions in education. In primary and secondary
schools, this deficiency can be explained by lim-
ited funding, lack of training in geovisualization
for teachers, the difficulty of fitting new material
into an already full curriculum, lack of emphasis
on new technology, and the traditional weakness
of geography in the public schools (at least in
the United States).27 We can also argue that edu-
cators are reluctant to adopt this new technology
quickly because we know so little about the ways
in which children’s developing spatial abilities
can be enabled through visual representations –
thus fundamental cognitive research is required
to provide the basis for making critical decisions
about use of scarce resources. Presumably, many
of the above problems will dissipate as funds for
information technology (IT) increase, teachers
become better trained, and geography is pro-
moted in the public schools. Certainly, children
are ripe for geovisualization applications given
their experience with place- and map-based
computer and video games.

Research has begun to address some of the
issues related to geovisualization in learning.
Recent and current projects include Visualizing
Earth (http://visearth.ucsd.edu/), KanCRN
(http://kancrn.org/; the emphasis here is GIS, for

                                                  
26The Shiffer study was also unusual in that it was
done within the workplace. Davies and Medyckyj-
Scott (1996) and Davies (1998) have studied the use
of GIS in the workplace, but their work was broad-
based in that it did not focus on the effectiveness of
specific pieces of software nor did it consider visuali-
zation.
27A number of these factors are discussed by Meyer et
al. (1999, 571) in the context of GIS.

which geovisualization could be considered a
component), the Round Earth Project (Johnson
et al. 1999) and the WorldWatcher Project
(http://www.worldwatcher.nwu.edu/index.html).28

In Canada and Sweden, school children are
making use of electronic atlases associated with
the national atlases of those countries (Siekier-
ska and Williams 1997; Wastenson and Arnberg
1997). At the university level, visualization is
now common in introductory geography
courses, particularly those directed to the physi-
cal science components of the field, as textbooks
typically include CDROMs containing visualiza-
tion material.

Research Challenges

These are exciting times for those interested in
the visualization of geospatial information. De-
velopment of visualization methods that use
animated and interactive maps, multimodal in-
terfaces, and GeoVEs (and associated AR) all
have the potential to support insight into the
vast array of spatial data that are now becoming
available. To return to our school child example,
we can imagine students not only examining
temperatures within a particular lake, but being
able to travel to various locations around the
world and explore spatial problems at those lo-
cations, or see what it is like to live in a particu-
lar city (for example, it is now possible to take a
virtual tour of portions of the Los Angeles met-
ropolitan area –
http://www.ust.ucla.edu/ustweb/ust.html).  Al-
though such potential is exciting, a great deal of
time and money will need to be invested in or-
der to develop effective hardware, software, and
associated databases. We believe that these funds
will be wasted if we do not consider cognitive
and usability issues – the most sophisticated
technology will be of little use if people cannot
utilize it effectively. It is in this context that we
see the following major research challenges re-
lated to cognitive and usability issues:

                                                  
28 The Human Interface Technology Laboratory at the
University of Washington has long been known for
its work in VEs with school children (Winn 1993;
Furness et al. 1997; Osberg et al. 1997). For other
work, see Roussos et al. (1999), the Virtual Reality
and Education Laboratory at East Carolina University
(http://soe.eastnet.ecu.edu/vr/vrel.htm) and The Co-
Vis Project (http://www.covis.nwu.edu/).
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Geospatial Virtual Environments

Determine the situations in which (and how) immer-
sive technologies can assist users in understanding
geospatial environments.

A related challenge is comparing the effective-
ness of immersive technologies with traditional
non-immersive displays. Given the variety of
means that are now becoming available for
simulating a VE (e.g., sound, touch, hand ges-
tures, and body movements), this research effort
will likely require multiple years by multidisci-
plinary teams of researchers.

Develop methods to assist users in navigating and
maintaining orientation in GeoVEs.

This challenge is closely tied with research on
interface design and metaphors, as users will
need to interact with a display and navigate us-
ing suitable metaphors. A related issue will be
determining the role that two-dimensional
(bird’s eye view) maps play in assisting in navi-
gation and orientation.

Develop suitable methods for interacting with objects
in the GeoVE.

Although these methods may be similar to those
found outside VEs, the realistic 3D nature of
GeoVEs suggests that a host of new methods will
need to be developed. Since the precise nature
of methods likely will be a function of particular
applications, it will be critical to quiz potential
users to determine what their needs are.

Determine ways in which intelligent agents can assist
users in understanding GeoVEs

Intelligent agents that interact directly with us-
ers  are likely to be useful because of the com-
plexity of both information depicted and forms
of representation used in the GeoVE. We antici-
pate that agents could be especially useful in
educational applications.

Determine ways in which we can mix realism and
abstraction in representations to influence cogni-
tive processes involved in knowledge construction.

This challenge is driven by the focus of geovisu-
alization on integrating diverse forms of infor-
mation ranging from visible-tangible data about
landscapes to non-visible and abstract data (e.g.,
ozone or commodity flows).

Developing support for interpreting and understand-
ing spatial trends and patterns in GeoVEs.

As with navigation and orientation, this issue is
challenging because users of GeoVEs may not
have the birds-eye view that we are so familiar
with in 2D mapping. Related research questions
include whether novices could be trained to
utilize schemata that share key aspects with
those of experts, and whether agents can be
trained by experts to explore on their own
and/or to act as guides for less expert analysts.

Dynamic Representations

Determine the relative advantages of animated and
static maps.

We anticipate that animation will be more effec-
tive than static maps in some situations; we need
to specify those situations: in terms of which
representations (symbology) are effective, the
nature and degree of user control needed, the
nature (complexity) of the phenomena being
animated, how frames are interpolated, and
what the problem context and specific tasks are.

For temporal animations, a critical concern is associ-
ating a proper time with various points in the
animation.

Temporal animations are often difficult to un-
derstand because it is hard (with a rapidly
changing display) to keep track of the match
between display time and real world time.  This
problem might be tackled through multimodal
interfaces (for example, using sound to signify
position in time so that vision is free to observe
changes in the phenomenon depicted).

Determine the appropriate mix of cartographic,
graphic, statistical, and geocomputational ap-
proaches necessary for understanding geospatial
data and how this mix varies with the application.

Animated maps are only one approach for un-
derstanding geospatial data. Effective geovisu-
alization environments are likely to be ones that
mix methods, but at this point we know little
about effective user strategies for working with
such integrated environments, nor how to de-
sign such environments to make them usable.

Analyze approaches to exploring geospatial data inter-
actively in non-immersive desktop environments.

Here we refer to direct manipulation of pa-
rameters for interacting with spatial data (e.g.,
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changing the portion of a spatial data set that is
focused on). We specify “non-immersive desktop
environments” to emphasize that there are still
many unknowns in using this technology. Al-
though interaction may be accomplished using
standard WIMP interfaces, we should also evalu-
ate the potential of multimodal interfaces.

Metaphors and Schemata
in Interface Design

The overarching research challenge is to develop
metaphors that make geovisualization methods
more effective.

This will involve analyzing metaphors in existing
software, considering past suggestions for meta-
phors (that may not have been implemented),
and developing new metaphors. With multimo-
dal interfaces, new metaphors are possible, and
the potential exists to create more realistic
metaphors (so-called natural interfaces are pos-
sible). In addition to developing appropriate
metaphors, we also need to uncover the nature
of the schemata people utilize in working with
metaphors.

Individual and Group Differences

Develop methods to train (or educate) people in the
usage of geovisualization methods.

In a sense, this is nothing new, as training has
often been required to understand traditional
static presentations (e.g., USGS topographical
maps). With geovisualization methods, however,
training will be necessary with both the method
and the subject domain for which the method is
intended (route planning, weather prediction,
etc.). We anticipate that the strategies of experts
in the domain and method could be studied and
implemented in training approaches. The
training itself might be carried out via the
method; for instance, the method could prompt
novices to use expert strategies.

Design geovisualization methods so that they can be
adjusted to the cognitive characteristics of individ-
ual users.

This is the motivation behind the design of sys-
tems that incorporate Auser profiles@, descrip-
tions of preferred ways to produce visualizations
and interfaces that fit the cognitive characteris-
tics of particular users. Some key questions re-

lated to user profiles include: What is the best
way to design and implement them? How effec-
tive are they? Do users like them? Which aspects
of a geovisualization method should be ad-
dressed by the profile?

Collaborative Geovisualization

Analyze cognitive and usability issues related to the
overall design of collaborative interfaces, giving
particular attention to ways in which shared task
performance and thinking can be facilitated.

Although researchers have developed user
interfaces that support collaboration, the focus
has been on the technical challenges of building
something that worked, as opposed to consid-
ering cognitive and usability issues. On a more
detailed level, we need to examine group work
tasks to determine which require geovisualiza-
tion methods and tools that are different from
those developed to support individual work.
Also, attention should be given to the difficult
questions concerning design of geovisualization
that enables group work on ill-defined tasks
such as decision-making and knowledge con-
struction.

Analyze the many variables that can affect collabora-
tive geovisualization within immersive GeoVEs.

Collaborative geovisualization and immersive
GeoVE are both novel concepts.  As a result,
there are numerous variables that need to be
evaluated for different problem contexts and
kinds of group work tasks.  These variables in-
clude: 1) the type of immersive hardware; 2) the
number of collaborators and the kinds of control
protocols; 3) the mix of non-collaborative and
collaborative views; 4) how collaborators can
interact with and appear to one another, and 5)
visual methods for facilitating sharing of ideas
and perspectives.

Evaluating the Effectiveness of
Geovisualization Methods

Develop a methodology suitable for examining the
effectiveness of geovisualization methods.

Although usability engineering provides a set of
general guidelines for examining the effective-
ness of computer environments, the focus of
geovisualization on facilitating work related to
ill-structured problems may make it difficult to
apply standard usability engineering principles.
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The key problem is that a clear specification of
tasks (and sometimes of users) is often not pos-
sible due to the exploratory and interactive na-
ture of geovisualization.  Thus, we propose that
cartographers, cognitive scientists, usability en-
gineers, and others should collaborate to de-
velop an appropriate methodology for examin-
ing the effectiveness of geovisualization meth-
ods.

 Determine to what extent (and how) geovisualization
methods facilitate science and decision-making in
real world practice.

Although those writing about geovisualization
methods contend that the methods facilitate
science and decision-making, there has been
little empirical evidence to support these claims.
We propose extensive testing of geovisualization
methods, both in the controlled setting of the
research laboratory and in the real world.  Us-
ability engineering methods will be useful in this
process, but we likely will also have to consider
social factors beyond those normally dealt with
in usability engineering.

Carefully examine the role that geovisualization might
play in education.

In contrast to science and decision-making, we
found few published reports of the practical use
of geovisualization methods in education. This is
unfortunate as geovisualization tools (particu-
larly GeoVEs) have a dual potential for educa-
tion. First, they provide new ways to facilitate
understanding of complex spatial phenomena;
for example, the realism of GeoVEs may provide
ways to overcome difficulties that young children
have in dealing with concepts such as scale or
"stand for" relationships (e.g., that a flat map
stands for a round world). Second, GeoVEs have
the potential to support research in children's
spatial cognition that is difficult or impossible to
do in the real world.

Summary

We have outlined a set of research themes
and associated challenges that we believe must
be tackled if novel geovisualization methods are
to provide useful knowledge concerning geo-
spatial patterns and processes.  The keys to our
approach are the utilization of theory-driven
cognitive research and the iterative application
of usability engineering principles. Theory-

driven cognitive research provides the basis
from which a framework for designing methods
can be developed. Usability engineering princi-
ples will be critical in insuring that applications
are both easy to use and meet their intended
tasks; additionally the iterative design process
should assist us in developing cognitive theory.

Many of our research challenges focus on
cognitive-usability issues associated with immer-
sive GeoVEs, as we see VE to be a technology
with considerable potential for extending the
power of geovisualization.  While immersive
GeoVEs are intriguing, we also see that research
is still necessary in more traditional desktop en-
vironments – thus our emphasis on dynamic
representations as a separate research theme.
The user interface is the key to utilizing any
software, and so we have emphasized the study
of associated metaphors and schemata, which
should lead to more usable software.  Research
on individual and group differences is critical if
geovisualization software is to be widely used.
Collaborative visualization, like GeoVEs, is a
recent development with many unknowns. It is a
particularly important topic for research because
the Internet and mobile computing both prom-
ise to extend the potential for collaborative work
dramatically.

The complexity of challenges delineated
requires a multifaceted approach, drawing upon
methods from both cognitive science and us-
ability engineering principles. It appears that if
we are to examine problems such as group work
with geovisualization and use of geovisualization
in real world practice, we will also need to ad-
dress social issues using methods that integrate
perspectives from domains such as CSCW, soci-
ology, and social psychology.

  A common thread running through our
major research themes is the need for interdis-
ciplinary work. Oviatt and Cohen (2000) make
the same contention from the perspective of
computer science. They state

“Advancing the state-of-the-art of multimodal
systems will require multidisciplinary expertise
in a variety of areas beyond computer science –
including speech and hearing science, percep-
tion and vision, linguistics, psychology, signal
processing, pattern recognition, and statis-
tics…To evolve successfully as a field, it means
that computer science will need to become
broader and more synthetic in its worldview,
and to begin encouraging and rewarding re-
searchers who successfully reach across the
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boundaries of their narrowly defined fields” (p.
52).

In tackling the research challenges we have
identified, we believe that geographic informa-
tion scientists should adopt a similar strategy –
we can not hope to undertake these research
challenges on our own, but will need to collabo-
rate with cognitive scientists, usability engineers,
computer scientists, and others.

ACKNOWLEDGEMENTS

We thank Mary Kaiser, Alan MacEachren, and two
anonymous reviewers for their helpful comments on
earlier versions of the manuscript.

REFERENCES
Acevedo, W. and P. Masuoka. 1997. Time-series ani-

mation techniques for visualizing urban growth.
Computers & Geosciences 23(4): 423-435.  

Ahrens, J., P. McCormick, J. Bossert, J. Reisner and J.
Winterkamp. 1997. Case study: Wildfire visualiza-
tion. In: Proceedings, Visualization '97, Phoenix, Ari-
zona, pp. 451-454.  

Andrienko, G. L. and N. V. Andrienko. 1999. Interac-
tive maps for visual data exploration. International
Journal of Geographical Information Science 13(4):
355-374.  

Andrienko, N., G. Andrienko and P. Gatalsky. 2000a.
Supporting visual exploration of object movement.
In: Proceedings of the Working Conference on Advanced
Visual Interfaces AVI, Palermo, Italy, ACM Press, pp.
217-220, 315.  

Andrienko, N., G. Andrienko and P. Gatalsky. 2000b.
Visualization of spatio-temporal information in the
Internet. In: Proceedings of the DEXA'2000 Workshop
on Web-Based Information Visualization, Greenwich,
IEEE CS Press, pp. 577-585.  

Armstrong, M. P. and P. J. Densham. 1995. Carto-
graphic support for collaborative spatial decision-
making. In: Auto Carto 12, ACSM/ASPRS Technical
Papers, Charlotte, North Carolina, Volume 4, pp.
49-58.  

Assel, R. A., T. E. Croley II and K. Schneider. 1994.
Computer visualization of long-term average Great
Lakes temperatures and ice cover. Journal of Great
Lakes Research 20(4): 771-782.  

Azuma, R. T. 1997. A survey of augmented reality.
Presence 6(4): 355-385.  

Bajaj, C. and S. Cutchin. 1999. Web based collabora-
tive visualization of distributed and parallel simu-
lation. In: Proceedings of the 1999 IEEE Symposium
on Parallel Visualization and Graphics, San Francisco,
CA, pp. 47-54.  

Baker, R. 1981. Human Navigation and the Sixth Sense.
New York: Simon and Schuster. 

Bakker, N. H., P. J. Werkhoven and P. O. Passenier.
1999. The effects of proprioceptive and visual
feedback on geographical orientation in virtual
environments. Presence 8(1): 36-53.  

Barnes, B., D. Bloor and J. Henry (eds.). 1996. Scien-
tific Knowledge: A Sociological Analysis. Chicago: The
University of Chicago Press.   

Batty, M., R. Conroy, B. Hillier, B. Jiang, J. Desyllas,
C. Mottram, A. Penn, A. Smith and A. Turner.
1998a. The virtual Tate.
http://www.casa.ucl.ac.uk/tate.pdf. 

Batty, M., M. Dodge, S. Doyle and A. Smith. 1998b.
Modeling virtual environments. In: Geocomputation:
A Primer.  P. A. Longley, S. M. Brooks, R. McDon-
nell and B. MacMillan (eds.). Chichester: John
Wiley, pp. 139-161.   

Batty, M. and D. Howes. 1996. Visualizing urban de-
velopment. Geo Info Systems 6(9): 28-29, 32.  

Batty, M. and B. Jiang. 2000. Multi-agent simulation:
Computational dynamics within GIS. In: Innovation
in GIS 7.  D. Martin and P. Atkinson (eds.). Lon-
don: Taylor & Francis, pp. 55-71.   

Begault, D. R. 1994. 3-D Sound for Virtual Reality and
Multimedia. Boston: AP Professional. 

Berkley, J., P. Oppenheimer, S. Weghorst, D. Berg, G.
Raugi, D. Haynor, M. Ganter, C. Brooking and G.
Turkiyyah. 2000. Creating fast finite element mod-
els from medical  images. In: Medicine Meet Virtual
Reality 2000. Studies in Health Technology and
Informatics.  J. D. Westwood et al. (eds.). Amster-
dam, The Netherlands: IOS Press, pp. 26-32.   

Berkley, J., S. Weghorst, H. Gladstone, G. Raugi, D.
Berg and M. Ganter. 1999. Banded matrix ap-
proach to finite element modeling for soft tissue
simulation. Virtual Reality 4: 203-212.  

Billinghurst, M. and H. Kato. 1999. Collaborative
mixed reality. In: Proceedings of the First International
Symposium on Mixed Reality (ISMR '99), Yokohama,
Japan, pp. 261-284.  

Bishop, I. D. and C. Karadaglis. 1997. Linking mod-
elling and visualization for natural resources man-
agement. Environment and Planning B: Planning and
Design 24: 345-358.  

Bishop, I. D., S. M. Ramasamy, P. Stephens and E. B.
Joyce. 1999. Visualization of 8000 years of geologi-
cal history in Southern India. International Journal
of Geographical Information Science 13(4): 417-427.  

Blades, M., S. Ungar and C. Spencer. 1999. Map use
by adults with visual impairments. The Professional
Geographer 51(4): 539-553.  

Blaser, A. D., M. Sester and M. J. Egenhofer. 2000.
Visualization in an early stage of the problem-
solving process in GIS. Computers & Geosciences
26(1): 57-66.  

Blok, C., B. Köbben, T. Cheng and A. A. Kuterema.
1999. Visualization of relationships between spatial
patterns in time by cartographic animation. Cartog-

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

19

raphy and Geographic Information Science 26(2): 139-
151.  

Bowman, D. A. and L. F. Hodges. 1999. Formalizing
the design, evaluation, and application of interac-
tion techniques for immersive virtual environ-
ments. Journal of Visual Languages and Computing
10: 37-53. Available at http://www.idealibrary.com. 

Bragdon, C. R., J. M. Juppe and A. X. Georgiopoulos.
1995. Sensory spatial systems simulation (S{+4})
applied to the master planning process: East Coast
and West Coast case studies. Environment and Plan-
ning B: Planning and Design 22(3): 303-314.  

Brewer, I., A. M. MacEachren, H. Abdo, J. Gundrum
and G. Otto. 2000. Collaborative geographic visu-
alization: Enabling shared understanding of envi-
ronmental processes. In: IEEE Information Visuali-
zation Symposium, Salt Lake City, Utah, pp. 137-141.

Bryson, S. 1996. Virtual reality in scientific visualiza-
tion. Communications of the ACM 39(5): 62-71.  

Buchanan, J. T. and W. Acevedo. 1996. Studying ur-
ban sprawl using a temporal database. Geo Info
Systems 6(7): 42-47.  

Buja, A., D. Cook and D. F. Swayne. 1996. Interactive
high-dimensional data visualization. Journal of
Computational and Graphical Statistics 5(1): 78-99.  

Buttenfield, B. 1999. Usability evaluation of digital
libraries. Science & Technology Libraries 17(3/4): 39-
59.  

Buttenfield, B. P. and C. R. Weber. 1994. Proactive
graphics for exploratory visualization of bio-
geographical data. Cartographic Perspectives(19): 8-
18.  

Buxton, B. 2000. A directory of sources for input
technologies.
http://www.dgp.utoronto.ca/people/BillBuxton/Inp
utSources.html. 

Buxton, B. and G. W. Fitzmaurice. 1998. HMDs,
Caves & Chameleon: A human-centric analysis of
interaction in virtual space. Computer Graphics
32(4): 69-74.  

Buziek, G. and J. Döllner. 1999. Concept and imple-
mentation of an interactive, cartographic virtual
reality system. In: Proceedings of the 19th Interna-
tional Cartographic Conference, Ottawa, Canada, pp.
Section 5: 88-99 (CDROM).  

Caquard, S. 1999. Water quality mapping for water
management. Cartographic Perspectives (32): 29-43.  

Card, S. K., J. D. Mackinlay and B. Shneiderman
(eds.). 1999. Readings in Information Visualization:
Using Vision to Think. San Francisco, California:
Morgan Kaufmann.   

Cartwright, W. 1999a. The development of a hybrid
discrete/distributed interactive multimedia package
for teaching geographical concepts by exploration.
In: Proceedings of the 19th International Cartographic
Conference, Ottawa, Canada, pp. Section 5: 127-137
(CDROM).  

Cartwright, W. 1999b. Extending the map metaphor
using web delivered multimedia. International Jour-

nal of Geographical Information Science 13(4): 335-
353.  

Cartwright, W. 2000. Metaphors, the GeoExplorato-
rium and the ‘discovery’ of geographic informa-
tion.
http://www.ls.rmit.edu.au/landinfo/geoexpl/backgrn
d.htm. 

Chen, J. L. and K. M. Stanney. 1999. A theoretical
model of wayfinding in virtual environments: Pro-
posed strategies for navigational aiding. Presence
8(6): 671-685.  

Churcher, C. and N. Churcher. 1999. Realtime
conferencing in GIS. Transactions in GIS 3(1): 23-
30.  

Couclelis, H. 1998. Worlds of information: The geo-
graphic metaphor in the visualization of complex
information. Cartography and Geographic Information
Systems 25(4): 209-220.  

Cox, D. J. 1990. The art of scientific visualization.
Academic Computing 4(6): 20-22, 32-34, 36-38, 40.  

Crampton, J. W. 1999. Online mapping: Theoretical
context and practical applications. In: Multimedia
Cartography.  W. Cartwright, M. P. Peterson and G.
Gartner (eds.). Berlin: Springer-Verlag, pp. 291-
304.   

Cutler, M. E. 1998. The effects of prior knowledge on
children's abilities to read static and animated
maps.  M.S. thesis, University of South Carolina,
Columbia, South Carolina.  

Cutmore, T. R. H., T. J. Hine, K. J. Maberly, N. M.
Langford and G. Hawgood. 2000. Cognitive and
gender factors influencing navigation in a virtual
environment. International Journal of Human-
Computer Studies 53(2): 223-249.  

Darken, R. P. and H. Cevik. 1999. Map usage in vir-
tual environments: Orientation issues. In: Proceed-
ings of the IEEE Virtual Reality, Houston, Texas.
Available at
http://www.computer.org/proceedings/vr/0093/0093
0133abs.htm. 

Darken, R. P. and J. L. Sibert. 1996. Navigating large
virtual spaces. International Journal of Human Com-
puter Interaction 8(1): 49-71.  

Davies, C. 1998. Analyzing 'work' in complex system
tasks: An exploratory study with GIS. Behaviour &
Information Technology 17(4): 218-230.  

Davies, C. and D. Medyckyj-Scott. 1996. GIS users
observed. International Journal of Geographical In-
formation Systems 10(4): 363-384.  

Day, A. 1994. From map to model: The development
of an urban information system. Design Studies
15(3): 366-384.  

DeLucia, A. A. and D. W. Hiller. 1982. Natural legend
design for thematic maps. The Cartographic Journal
19(1): 46-52.  

Densham, P. J., M. P. Armstrong and K. K. Kemp.
1995. Collaborative Spatial Decision-Making. Re-
port 95-14. National Center for Geographic In-
formation and Analysis, Santa Barbara, California.
Available at

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

20

http://www.ncgia.ucsb.edu/Publications/Tech_Repor
ts/95/95-14.pdf. 

DiBiase, D. 1994. Designing animated maps for a
multimedia encyclopedia. Cartographic Perspectives
(19): 3-7,19.  

DiBiase, D. 1999. Evoking the visualization experi-
ence in computer-assisted geographic education.
In: Spatial Multimedia and Virtual Reality.  A. S.
Camara and J. Raper (eds.). London: Taylor &
Francis, pp. 89-101.   

DiBiase, D., A. M. MacEachren, J. B. Krygier and C.
Reeves. 1992. Animation and the role of map de-
sign in scientific visualization. Cartography and Geo-
graphic Information Systems 19(4): 201-214, 265-266.

Dillon, A. and M. G. Morris. 1996. User acceptance of
information technology: Theories and models. An-
nual Review of Information Science and Technology 31:
3-32.  

Dorling, D. 1992. Stretching space and splicing time:
From cartographic animation to interactive visuali-
zation. Cartography and Geographic Information Sys-
tems 19(4): 215-227, 267-270.  

Doyle, S., M. Dodge and A. Smith. 1998. The poten-
tial of web-based mapping and virtual reality tech-
nologies for modeling urban environments. Com-
puters, Environment, and Urban Systems 22(2): 137-
155.  

Drascic, D. and P. Milgram. 1996. Perceptual issues in
augmented reality. In: Proceedings, SPIE, San Jose,
CA, Volume 2653, pp. 123-134. Available at
http://gypsy.rose.utoronto.ca/people/david_dir/SPI
E96/SPIE96.html. 

Dumas, J. S. and J. C. Redish. 1993. A Practical Guide
to Usability Testing. Norwood, New Jersey: Ablex
Publishing Corporation. 

Dykes, J. 1996. Dynamic maps for spatial science: A
unified approach to cartographic visualization. In:
Innovations in GIS 3.  D. Parker (ed.). Bristol, Penn-
sylvania: Taylor & Francis, pp. 177-187, Color
Plates 4-5.   

Dykes, J., K. Moore and J. Wood. 1999. Virtual envi-
ronments for student fieldwork using networked
components. International Journal of Geographical
Information Science 13(4): 397-416.  

Dykes, J. A. 1997. Exploring spatial data representa-
tion with dynamic graphics. Computers & Geosciences
23(4): 345-370.  

Eddy, W. F. and A. Mockus. 1994. An example of the
estimation and display of a smoothly varying func-
tion of time and space -- The incidence of the dis-
ease mumps. Journal of the American Society for In-
formation Science 45(9): 686-693.  

Edelson, D. C., M. Brown, D. N. Gordin and D. A.
Griffin. 1999. Making visualization accessible to
students. GSA Today 9(2): 8-10.  

Edsall, R. M., M.-J. Kraak, A. M. MacEachren and D.
J. Peuquet. 1997. Assessing the effectiveness of
temporal legends in environmental visualization.
In: Proceedings of GIS/LIS '97, Cincinnati, Ohio, pp.
677-685.  

Egbert, S. L. 1994. The design and evaluation of an
interactive choropleth map exploration system.
Ph.D. dissertation, University of Kansas, Lawrence,
Kansas.  

Egenhofer, M. J. and J. R. Richards. 1993. The geog-
rapher's desktop: A direct-manipulation user in-
terface for map overlay. In: AUTO CARTO 11 Pro-
ceedings, Minneapolis, Minnesota, pp. 63-71.  

Elvins, T. T. and R. Jain. 1998. Engineering a human
factor-based geographic user interface. IEEE Com-
puter Graphics and Applications 18(3): 66-77.  

Encarnação, J. L., S. Noll, M. R. Macedonia, A.
Goettsch, N. Schiffner and A. Graeff. 1997.
TRADE: A transatlantic research and development
environment. In: International Conference on Virtual
Systems and MultiMedia (VSMM '97 Proceedings).
Available at
http://www.computer.org/proceedings/vsmm/8150/8
1500002abs.htm. 

Ervin, S. M. 1992. A hypermedia GIS: The Massachu-
setts turnpike study. Computers, Environment and Ur-
ban Systems 16(4): 375-383.  

Eskafi, F., D. Khorramabadi and P. Varaiya. 1995. An
automated highway system simulator. Transportation
Research Part C: Emerging Technologies 3(1): 1-17.  

Evans, B. J. 1997. Dynamic display of spatial data-
reliability: Does it benefit the map user? Computers
& Geosciences 23(4): 409-422.  

Fabrikant, S. I. 2000. Spatialized browsing in large
data archives. Transactions in GIS 4(1): 65-78.  

Fedra, K. 1993. Models, GIS, and expert systems:
Integrated water resources models. In: Application
of geographic information systems in hydrology and water
resources management, Vienna, Austria, pp. 297-308.

Feiner, S., B. MacIntyre, T. Höllerer and A. Webster.
1997. A touring machine: Prototyping 3D mobile
augmented reality systems for exploring the urban
environment. In: First International  Symposium on
Wearable Computers, Cambridge, Massachusetts, pp.
74-81.  

Fishkin, K. and M. C. Stone. 1999. Enhanced dynamic
queries via movable filters. In: Readings in Informa-
tion Visualization: Using Vision to Think.  S. K. Card,
J. D. Mackinlay and B. Shneiderman (eds.). San
Francisco, California: Morgan Kaufmann, pp. 253-
259.  First published in Proceedings of CHI'95, 1995,
pp. 415-420. 

Flinn, J. C. 1998. Caution: Hazardous materials -- 3-D
GIS helps dispose of radioactive waste. GIS World
11(4): 46-49.  

Fonseca, A., C. Gouveia, J. P. Fernandes, A. S.
Câmara, A. Pinheiro, D. Aragão, J. P. Silva and M.
I. Sousa. 1999. The EXPO'98 CD-ROM: A multi-
media system for environmental exploration. In:
Spatial Multimedia and Virtual Reality.  A. S. Camara
and J. Raper (eds.). London: Taylor & Francis, pp.
71-87.

Fuhrmann, A., H. Löffelmann, D. Schmalstieg and M.
Gervautz. 1998. Collaborative visualization in

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

21

augmented reality. IEEE Computer Graphics and Ap-
plications 18 (4): 54-59.   

Fuhrmann, S. and A. M. MacEachren. 1999. Navi-
gating desktop GeoVirtual environments. In: IEEE
Information Visualization Symposium, Late Breaking
Hot Topics Proceedings. Available at
http://www.geovista.psu.edu/publications/ammIV99
.pdf. 

Furness, T. A. I., W. Winn and R. Yu. 1997. The im-
pact of three dimensional immersive virtual envi-
ronments on modern pedagogy: Global change,
VR, and learning. In: Proceedings of Workshops, Se-
attle, Washington and Loughborough, England.
Available at
http://www.hitl.washington.edu/publications/r-97-
32/. 

Gabbard, J. L. and D. Hix. 1997. A Taxonomy of Us-
ability Characteristics in Virtual Environments.
Virginia Polytechnic Institute and State University,
Blacksburg, VA. Available at
http://csgrad.cs.vt.edu/~jgabbard/ve/documents/tax
onomy.pdf. 

Gabbard, J. L., D. Hix and J. E. I. Swan. 1999. User-
centered design and evaluation of virtual environ-
ments. IEEE Computer Graphics and Applications
19(6): 51-59.  

Gärling, T. and R. G. Golledge (eds.). 1993. Behavior
and Environment: Psychological and Geographical Ap-
proaches. Advances in Psychology. Volume 96. Am-
sterdam: North-Holland.   

Gershon, N. 1992. Visualization of fuzzy data using
generalized animation. In: Proceedings, Visualization
'92, Boston, Massachusetts, pp. 268-273.  

Gilmartin, P. P. and J. C. Patton. 1984. Comparing the
sexes on spatial abilities: Map-use skills. Annals, As-
sociation of American Geographers 74(4): 605-619.  

Golledge, R. G. (ed.). 1999. Wayfinding Behavior: Cog-
nitive Mapping and other Spatial Processes. Baltimore,
Maryland: Johns Hopkins University Press.   

Golledge, R. G., R. L. Klatzky, J. M. Loomis, J. Spei-
gle and J. Tietz. 1998. A geographical information
system for a GPS based personal guidance system.
International Journal of Geographical Information Sci-
ence 12(7): 727-749.  

Goodchild, M. F. 1999. Cartographic futures on a
digital earth. In: Proceedings of the 19th International
Cartographic Conference, Ottawa, Canada, pp. Sec-
tion 2: 4-12 (CDROM).  

Gordin, D. N., D. C. Edelson and R. D. Pea. 1995.
The Greenhouse Effect Visualizer: A tool for the
science classroom. In: Proceedings of the American
Meteorological Society 4th Conference on Education
Joint with the 11th Conference on Interactive Informa-
tion and Processing Systems for Meteorology, Oceanog-
raphy, and Hydrology, Dallas, TX, pp. (J6)47-(J6)52.
Available at
http://www.covis.nwu.edu/info/papers/#visualizatio
n. 

Gordin, D. N. and R. D. Pea. 1995. Prospects for sci-
entific visualization as an educational technology.
The Journal of the Learning Sciences 4(3): 249-279.  

Haeberling, C. 1999. Symbolization in topographic
3D maps: Conceptual aspects for user-oriented de-
sign. In: Proceedings of the 19th International Carto-
graphic Conference, Ottawa, Canada, pp. Section 7:
62-69 (CDROM).  

Hall, A. C. 1993. The use of computer visualization in
planning control. Town Planning Review 64(2): 193-
211.  

Harrower, M., A. MacEachren and A. L. Griffin. 2000.
Developing a geographic visualization tool to sup-
port earth science learning. Cartography and Geo-
graphic Information Science 27(4): 279-293.  

Hebert, M.-P. and J. Argence. 1996. Virtual pylons
into geographic reality. GIS Europe 5(8): 28-30.  

Hedley, N. and B. Campbell. 1998. Distributed Col-
laboration Project Final Project Report. HITL
Technical Report R-99-3. University of Washing-
ton, Seattle, Washington.  

Hedley, N. R., C. H. Drew, E. A. Arfin and A. Lee.
1999. Hagerstrand revisited: Interactive space-time
visualizations of complex spatial data. Informatica
23: 155-168.  

Heim, M. 1998. Virtual Realism. New  York: Oxford. 
Hibbard, W. L., B. E. Paul, D. A. Santek, C. R. Dyer, A.

L. Battaiola and M.-F. Voidrot-Martinez. 1994. In-
teractive visualization of earth and space science
computations. Computer 27(7): 65-72.  

Hoinkes, R. and E. Lange. 1995. 3-D for free: Toolkit
expands visual dimensions in GIS. GIS World 8(7):
54-56.  

Howard, D. and A. M. MacEachren. 1996. Interface
design for geographic visualization: Tools for rep-
resenting reliability. Cartography and Geographic In-
formation Systems 23(2): 59-77.  

Howard, H. 1995. Death Valley: An animated atlas.
M.A. thesis, San Francisco State, San Francisco,
California.  

Jakobsdóttir, S., C. L. Krey and G. C. Sales. 1994.
Computer graphics:  Preferences by gender in
grades 2, 4, and 6. Journal of Educational Research
88(2): 91-100.  

Jiang, B. 1999. SimPed: Simulating pedestrian flows
in a virtual urban environment. Journal of Geo-
graphic Information and Decision Analysis 3(1): 21-30.
Available at
http://publish.uwo.ca/~jmalczew/gida_5/Jiang/Jian
g.htm. 

Johnson, A., T. Moher, S. Ohlsson and M. Gillingham.
1999. The Round Earth Project -- Collaborative VR
for conceptual learning. IEEE Computer Graphics
and Applications 19(6): 60-69.  

Johnson, H. and E. S. Nelson. 1998. Using flow maps
to visualize time-series data: Comparing the effec-
tiveness of a paper map series, a computer map se-
ries, and animation. Cartographic Perspectives (30):
47-64.  

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

22

Johnson, M. 1987. The Body in the Mind: The Bodily
Basis of Meaning, Imagination, and Reason. Chicago:
The University of Chicago Press. 

Johnson, W. L., J. Rickel, R. Stiles and A. Munro.
1998. Integrating pedagogical agents into virtual
environments. Presence 7(6): 523-546.  

Kessler, F. C. 1999. The design and evaluation of the
U-Boat narrative: A tool for exploring the U-Boat
conflict of 1939-1945.  PhD dissertation, University
of Kansas, Lawrence, Kansas.  

Klatzky, R. L., J. M. Loomis, A. C. Beall, S. S. Chance
and R. G. Golledge. 1998. Spatial updating of self-
position and orientation during real, imagined,
and virtual locomotion. Psychological Science 9: 293-
298.  

Koller, D., P. Lindstrom, W. Ribarsky, L. F. Hodges, N.
Faust and G. Turner. 1995. Virtual GIS: A real-time
3D geographic information system. In: Proceedings,
Visualization '95, Atlanta, Georgia, pp. 94-100, CP-
13.  

Kourany, J. A. (ed.). 1998. Scientific Knowledge: Basic
Issues in the Philosophy of Science. Belmont, CA: Wad-
sworth Publishing Company.   

Koussoulakou, A. 1994. Spatial-temporal analysis of
urban air pollution. In: Visualization in Modern
Cartography.  A. M. MacEachren and D. R. F. Taylor
(eds.). Oxford: Pergamon, pp. 243-267.   

Koussoulakou, A. and M. J. Kraak. 1992. Spatio-
temporal maps and cartographic communication.
The Cartographic Journal 29(2): 101-108.  

Koussoulakou, A. and E. Stylianidis. 1999. The use of
GIS for the visual exploration of archaeological
spatio-temporal data. Cartography and Geographic
Information Science 26(2): 152-160.  

Koutsofios, E. E., S. C. North and D. A. Keim. 1999.
Visualizing large telecommunication data sets.
IEEE Computer Graphics and Applications 19(3): 16-
19.  

Kraak, M.-J. 1994. Interactive modelling environment
for three-dimensional maps: Functionality and in-
terface issues. In: Visualization in Modern Cartogra-
phy.  A. M. MacEachren and D. R. F. Taylor (eds.).
Oxford: Pergamon, pp. 269-285.   

Kraak, M.-J., R. Edsall and A. M. MacEachren. 1997.
Cartographic animation and legends for temporal
maps: Exploration and or interaction. In: Proceed-
ings of the 18th International Cartographic Conference,
Stockholm, Sweden, pp. 253-260. Available at
http://www.itc.nl/~kraak/legends/. 

Kreuseler, M. 2000. Visualization of geographically
related multidimensional data in virtual 3D scenes.
Computers & Geosciences 26(1): 101-108.  

Krygier, J. B. 1994. Sound and geographic visualiza-
tion. In: Visualization in Modern Cartography.  A. M.
MacEachren and D. R. F. Taylor (eds.). Oxford:
Pergamon, pp. 149-166.   

Krygier, J. B., C. Reeves, D. DiBiase and J. Cupp.
1997. Design, implementation and evaluation of
multimedia resources for geography and earth sci-

ence education. Journal of Geography in Higher Edu-
cation 21: 17-38.  

Kuhn, W. 1992. Paradigms of GIS use. In: Proceedings,
5th International Symposium on Spatial Data Han-
dling, Charleston, South Carolina, Volume 1, pp.
91-103.  

Kuhn, W. 1997. Handling data spatially: Spatializing
user interfaces. In: Proceedings of the Seventh Inter-
national Symposium on Spatial Data Handling (Ad-
vances in GIS Research II).  M.-J. Kraak, M. Mole-
naar and E. Fendel (eds.). London: Taylor & Fran-
cis, pp. 877-893.   

Lakoff, G. and M. Johnson. 1980. Metaphors We Live
By. Chicago: The University of Chicago Press. 

Lange, E. 1994. Integration of computerized visual
simulation and visual assessment in environmental
planning. Landscape and Urban Planning 30(1/2):
99-112.  

Law, D. J., J. W. Pellegrino and E. B. Hunt. 1993.
Comparing the tortoise and the hare: Gender dif-
ferences and experience in dynamic spatial rea-
soning tasks. Psychological Science 4(1): 35-40.  

Ledbetter, M. 1999. 3-D Visualization helps solve real-
world problems. GEOWorld 12(9): 52-54, 56.  

Levy, R. M. 1995. Visualization of urban alternatives.
Environment and Planning B: Planning and Design
22(3): 343-358.  

Li, R. and N. K. Saxena. 1993. Development of an
integrated marine geographic information system.
Marine Geodesy 16(4): 293-307.  

Liben, L. S. and R. M. Downs. 1992. Developing an
understanding of graphic representation in chil-
dren and adults: The case of GEO-graphics. Cogni-
tive Development 7: 331-349.  

Liggett, R. S. and W. H. Jepson. 1995. An integrated
environment for urban simulation. Environment and
Planning B: Planning and Design 22(3): 291-302.  

Lin, C.-R. and R. B. Loftin. 1998. Application of vir-
tual reality in the interpretation of geoscience data.
In: Proceedings of the ACM Symposium on Virtual Re-
ality Software and Technology 1998, Taipei, Taiwan,
pp. 187-194.  

Lindstrom, S. S., X. Qian and D. R. Watts. 1997. Ver-
tical motion in the Gulf Stream and its relation to
meanders. Journal of Geophysical Research 102(C4):
8485-8503.  

Lloyd, R. 1997. Spatial Cognition, Geographic Environ-
ments. Dordrecht: Kluwer Academic Publishers. 

Loomis, J. M., R. G. Golledge and R. L. Klatzky.
1998a. Navigation system for the blind: Auditory
display modes and guidance. Presence 7(2): 193-
203.  

Loomis, J. M., C. Hebert and J. G. Cicinelli. 1990.
Active localization of virtual sounds. Journal of the
Acoustical Society of America 88(4): 1757-1764.  

Loomis, J. M., R. L. Klatzky, J. W. Philbeck and R. G.
Golledge. 1998b. Assessing auditory distance per-
ception using perceptually directed action. Percep-
tion & Psychophysics 60(6): 966-980.  

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

23

MacEachren, A. M. 1995. How Maps Work: Representa-
tion, Visualization, and Design. New York: The Guil-
ford Press. 

MacEachren, A. M. 2000. Cartography and GIS: Fa-
cilitating collaboration. Progress in Human Geogra-
phy 24(3): 445-456. Available at
http://www.geovista.psu.edu/publications/amm/am
mP99.pdf. 

MacEachren, A. M. 2001. Cartography and GIS: Ex-
tending collaborative tools to support virtual
teams. Progress in Human Geography. Available at
http://www.geovista.psu.edu/publications/amm/am
mP00.pdf. 

MacEachren, A. M., F. P. Boscoe, D. Haug and L. W.
Pickle. 1998. Geographic visualization: Designing
manipulable maps for exploring temporally vary-
ing georeferenced statistics. In: Proceedings, Infor-
mation Visualization '98, Research Triangle Park,
North Carolina, IEEE Computer Society, pp. 87-
94. Available at
http://www.geog.psu.edu/MacEachren/hvisbcd.pdf. 

MacEachren, A. M., R. Edsall, D. Haug, R. Baxter, G.
Otto, R. Masters, S. Fuhrman and L. Qian. 1999a.
Virtual environments for geographic visualization:
Potential and challenges. In: Proceedings of the ACM
Workshop on New Paradigms in Information Visualiza-
tion and Manipulation, Kansas City, KS, pp. 35-40.
Available at
http://www.geovista.psu.edu/publications/NPIVM99
/ammNPIVM.pdf. 

MacEachren, A. M., R. Edsall, D. Haug, R. Baxter, G.
Otto, R. Masters, S. Fuhrmann and L. Qian.
1999b. Exploring the potential of virtual environ-
ments for geographic visualization.
http://www.geovista.psu.edu/publications/aag99vr/f
ullpaper.htm. 

Manley, T. O., R. H. Bourke and K. L. Hunkins. 1992.
Near-surface circulation over the Yermak Plateau
in northern Fram Strait. Journal of Marine Systems 3:
107-125.  

Manley, T. O. and J. A. Tallet. 1990. Volumetric visu-
alization: An effective use of GIS technology in the
field of oceanography. Oceanography 3(1): 23-29.  

Mark, D. M. 1993. Toward a theoretical framework for
geographic entity types. In: Spatial Information The-
ory: A Theoretical Basis for GIS.  A. U. Frank and I.
Campari (eds.). Berlin: Springer-Verlag, pp. 270-
283.   

Mark, D. M., C. Freska, S. C. Hirtle, R. Lloyd and B.
Tversky. 1999. Cognitive models of geographical
space. International Journal of Geographical Informa-
tion Science 13(8): 747-774.  

Mayhew, D. J. 1999. The Usability Engineering Lifecycle:
A Practitioner's Handbook for User Interface Design.
San Francisco, California: Morgan Kaufman Pub-
lishers, Inc. 

McDowall, I. E. and M. T. Bolas. 1997. New develop-
ments for virtual model displays. Computer Graphics
31(2): 50-52.  

McGaughey, R. J. 1998. Techniques for visualizing the
appearance of forestry operations. Journal of For-
estry 96(6): 9-14.  

McGuinness, C. 1994. Expert/novice use of visualiza-
tion tools. In: Visualization in Modern Cartography.
A. M. MacEachren and D. R. F. Taylor (eds.). Ox-
ford: Pergamon Press, pp. 185-199.   

Meyer, J. W., J. Butterick, M. Olkin and G. Zack.
1999. GIS in the K-12 curriculum: A cautionary
note. The Professional Geographer 51(4): 571-578.  

Miller, D. W. 1988. The great American history ma-
chine. Academic Computing 3(3): 28-29, 43, 46-47,
50.  

Mitas, L., W. M. Brown and H. Mitasova. 1997. Role
of dynamic cartography in simulations of land-
scape processes based on multivariate fields. Com-
puters & Geosciences 23(4): 437-446.  

Monmonier, M. and M. Gluck. 1994. Focus groups for
design improvement in dynamic cartography. Car-
tography and Geographic Information Systems 21(1):
37-47.  

Montello, D. R. and R. Golledge. 1999. Scale and
Detail in the Cognition of Geographic Informa-
tion. University of California, Santa Barbara, Santa
Barbara, California. Available at
http://www.ncgia.ucsb.edu/Publications/Varenius_Re
ports/Scale_and_Detail_in_Cognition.pdf. 

Montello, D. R., K. L. Lovelace, R. G. Golledge and
C. M. Self. 1999. Sex-related differences and simi-
larities in geographic and environmental spatial
abilities. Annals, Association of American Geographers
89(3): 515-534.  

Moran, C. J. and G. Vézina. 1993. Visualizing soil
surfaces and crop residues. IEEE Computer Graphics
& Applications 13(2): 40-47.  

Moreno-Sánchez, R., J. Malczewski and L. A. Bojor-
quez-Tapia. 1997. Design and development strat-
egy for multimedia GIS to support environmental
negotiation, administration, and monitoring at the
regional level. Transactions in GIS 1(3): 161-175.  

Morrison, J. B., B. Tversky and M. Betrancourt. 2000.
Animation: Does it facilitate learning? In: AAAI
Spring Symposium on Smart Graphics, Stanford,
California, pp. 53-59.  

Neisser, U. 1976. Cognition and Reality : Principles and
Implications of Cognitive Psychology. San Francisco,
CA: W.H.  Freeman. 

Neves, N., J. P. Silva, P. Goncalves, J. Muchaxo, J.
Silva and A. Camara. 1997. Cognitive spaces and
metaphors: A solution for interacting with spatial
data. Computers & Geosciences 23(4): 483-488.  

Nielsen, J. 1993. Usability Engineering. Boston, Massa-
chusetts: Academic Press, Inc. 

Noll, S., C. Paul, R. Peters and N. Schiffner. 1999.
Autonomous agents in collaborative virtual envi-
ronments. In: IEEE 8th International Workshops on
Enabling Technologies: Infrastructure for Collaborative
Enterprises (WET ICE '99), Stanford, California,
IEEE Computer Society, pp. 208-215.  

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

24

Norman, D. A. and S. W. Draper (eds.). 1986. User
Centered System Design. Hillsdale, New Jersey: Law-
rence Erlbaum Associates.   

Nyerges, T., T. J. Moore, R. Montejano and M.
Compton. 1998. Developing and using interaction
coding systems for studying groupware use. Hu-
man-Computer Interaction 13: 127-165.  

Nyerges, T. L. 1993. How do people use geographical
information systems? In: Human Factors in Geo-
graphical Information Systems.  D. Medyckyj-Scott
and H. M. Hearnshaw (eds.). London: Belhaven
Press, pp. 37-50.   

Nyerges, T. L. 1995. Cognitive issues in the evolution
of GIS user knowledge. In: Cognitive Aspects of Hu-
man-computer Interaction for Geographic Information
Systems.  T. L. Nyerges, D. M. Mark, R. Laurini and
M. J. Egenhofer (eds.). Boston: Kluwer, pp. 61-74.

Olson, J. M. and C. A. Brewer. 1997. An evaluation of
color selections to accommodate map users with
color-vision impairments. Annals, Association of
American Geographers 87(1): 103-134.  

Openshaw, S., D. Waugh and A. Cross. 1993. Some
ideas about the use of map animation as a spatial
analysis tool. In: Visualization in Geographical Infor-
mation.  H. M. Hearnshaw and D. J. Unwin (eds.).
Chichester: John Wiley & Sons, pp. 131-138.   

Orland, B. 1994. Visualization techniques for incor-
poration in forest planning geographic informa-
tion systems. Landscape and Urban Planning 30(1/2):
83-97.  

Orland, B., C. Ogleby, I. Bishop, H. Campbell and P.
Yates. 1997. Multimedia approaches to visualiza-
tion of ecosystem dynamics. In: ACSM/ASPRS An-
nual Conference & Exposition, Technical Papers, Seat-
tle, Washington, Volume 4, pp. 224-235.  

Osberg, K. M., W. Winn, H. Rose, A. Hollander, H.
Hoffman and P. Char. 1997. The effect of having
grade seven students construct virtual environ-
ments on their comprehension of science.
http://www.hitl.washington.edu/publications/r-97-
19/. 

Ottoson, P. 1999. Virtual reality in visualization, plan-
ning and design of roads. In: Proceedings of the 19th
International Cartographic Conference, Ottawa, Can-
ada, pp. Section 5: 225-233 (on CDROM).  

Oviatt, S. 1997. Multimodal interactive maps: De-
signing for human performance. Human-Computer
Interaction 12: 93-129.  

Oviatt, S. and P. Cohen. 2000. Multimodal interfaces
that process what comes naturally. Communications
of the ACM 43(3): 45-53.  

Painter, J. S., H.-P. Bunge and Y. Livnat. 1996. Case
study: Mantle convection visualization on the Cray
T3D. In: Proceedings, Visualization '96, San Fran-
cisco, California, pp. 409-412.  

Pang, A. and C. Wittenbrink. 1997. Collaborative 3D
visualization with CSpray. IEEE Computer Graphics
and Applications 17(2): 32-41.  

Patterson, T. 1999. Designing 3D Landscapes. In:
Multimedia Cartography.  W. Cartwright, M. P. Peter-

son and G. Gartner (eds.). Berlin: Springer-Verlag,
pp. 217-229.   

Patton, D. K. and R. G. Cammack. 1996. An exami-
nation of the effects of task type and map com-
plexity on sequenced and static choropleth maps.
In: Cartographic Design: Theoretical and Practical Per-
spectives.  C. H. Wood and C. P. Keller (eds.).
Chichester, England: John Wiley & Sons, pp. 237-
252.   

Pausch, R., D. Proffitt and G. Williams. 1997. Quanti-
fying immersion in virtual reality. In: Proceedings of
the 24th Annual Conference on Computer Graphics &
Interactive Techniques, Los Angeles, CA, pp. 13-18.
Available at
http://www.acm.org/pubs/citations/proceedings/gra
ph/258734/p13-pausch/. 

Péruch, P. and F. Gaunet. 1998. Virtual environments
as a promising tool for investigating human spatial
cognition. Current Psychology of Cognition 17(4-5):
881-899.  

Peterson, B., M. Wells, T. A. I. Furness and E. Hunt.
1998. The effects of the interface on navigation in
virtual environments. In: Proceedings of Human Fac-
tors and Ergonomics Society 1998 Annual Meeting, pp.
1496-1505. Available at
http://www.hitl.washington.edu/cgi-bin/db.cgi. 

Reddy, M., Y. G. Leclerc, L. Iverson, N. Bletter and K.
Vidimce. 1999. Modeling the Digital Earth in
VRML.
http://www.ai.sri.com/~reddy/pubs/pdf/aipr99.pdf. 

Reitsma, R. F. 1996. Structure and support of water-
resources management and decision-making. Jour-
nal of Hydrology 177: 253-268.  

Rheingans, P. 1992. Color, change, and control for
quantitative data display. In: Proceedings, Visualiza-
tion '92, Boston, MA, IEEE Computer Society
Technical Committee on Computer Graphics, pp.
252-259.  

Rhyne, T., M. Bolstad, P. Rheingans, L. Petterson and
W. Shackelford. 1993. Visualizing environmental
data at the EPA. IEEE Computer Graphics & Applica-
tions 13(2): 34-38.  

Richardson, A. R., D. R. Montello and M. Hegarty.
1999. Spatial knowledge acquisition from maps,
and from navigation in real and virtual environ-
ments. Memory and Cognition 27: 741-750.  

Rickel, J. and W. L. Johnson. 1999. Animated agents
for procedural training in virtual reality: Percep-
tion, cognition, and motor control. Applied Artificial
Intelligence 13(4/5): 343-382.  

Rinner, C. 1999. Argumaps for spatial planning. In:
Proceedings of TeleGeo'99, First International Workshop
on Telegeoprocessing, Lyon, France, pp. 95-102.
Available at
http://set.gmd.de/MS/publications.html. 

Robertson, G. G., S. K. Card and J. D. Mackinlay.
1999. Information visualization using 3D interac-
tive animation. In: Readings in Information Visuali-
zation: Using Vision to Think.  S. K. Card, J. D.
Mackinlay and B. Shneiderman (eds.). San Fran-

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

25

cisco, California: Morgan Kaufmann, pp. 515-529.
First published in Communications of the ACM, 1993,
36(4), 57-71. 

Rodrigues, A., C. Grueau, J. Raper and N. Neves.
1998. Environmental planning using spatial
agents. In: Innovations in GIS 5.  S. Carver (ed.).
Bristol, PA: Taylor & Francis, pp. 108-118.   

Romão, T., A. S. Câmara, M. Molendijk and H.
Scholten. 1999. CoastMAP: Aerial photograph
based mosaics in coastal zone management. In:
Spatial Multimedia and Virtual Reality.  A. S. Camara
and J. Raper (eds.). London: Taylor & Francis, pp.
59-70.   

Roussos, M., A. Johnson, T. Moher, J. Leigh, C. Vasi-
lakis and C. Barnes. 1999. Learning and building
together in an immersive virtual world. Presence
8(3): 247-263.  

Ruddle, R. A., S. J. Payne and D. M. Jones. 1999.
Navigating large-scale virtual environments: What
differences occur between helmet-mounted and
desk-top displays? Presence 8(2): 157-168.  

Russ, K. and A. Wetherelt. 1999. Large-scale mine
visualization using VRML. IEEE Computer Graphics
and Applications 19(2): 39-44.  

Salthouse, T. A. and D. R. D. Mitchell. 1990. Effects of
age and naturally occurring experience on spatial
visualization performance. Developmental Psychology
26(5): 845-854.  

Scaife, M. and Y. Rogers. 1996. External cognition:
How do graphical representations work? Interna-
tional Journal of Human-Computer Studies 45: 185-
213.  

Schenkelaars, V. F. and M. J. Egenhofer. 1997. Ex-
ploratory access to digital geographic libraries. In:
ACSM/ASPRS Annual Convention & Exposition, Se-
attle, Washington, Volume 5 (Auto-Carto 13), pp.
297-306.  

Schrader, S. 1999. Enhanced imagery trains U.S.
military officers. GeoWorld 12(3): 38.  

Schrimpf, W., C. H. Best, D. Roebbelen, S. Caruso, J.
Devos, W. Eifler and W. Hammans. 1994. Pre- and
post-processor informatics tools for regional com-
putational oceanography. In: Hydroinformatics '94:
Proceedings of the First International Conference on Hy-
droinformatics, Delft, Netherlands, Volume 1, pp.
359-365.  

Selman, P., D. Davidson, A. Watson and S. Winter-
bottom. 1991. GIS in rural environmental plan-
ning. Town Planning Review 62(2): 215-223.  

Sharma, R., J. Cai, S. Chakravarthy, I. Poddar and Y.
Sethi. 2000. Exploiting speech/gesture co-
occurrence for improving continuous gesture. In:
Proceedings, Fourth IEEE International Conference on
Automatic Face and Gesture Recognition, pp. 422-427.

Sheppard, E., H. Couclelis, S. Graham, J. W. Har-
rington and H. Onsrud. 1999. Geographies of the
information society. International Journal of Geo-
graphical Information Science 13(8): 797-823.  

Shiffer, M. J. 1995. Environmental review with hy-
permedia systems. Environment and Planning B:
Planning and Design 22(3): 359-372.  

Shiffer, M. J. 1998. Multimedia GIS for planning sup-
port and public discourse. Cartography and Geo-
graphic Information Systems 25(2): 89-94.  

Shiffer, M. J. 1999. Augmenting transportation-
related environmental review activities using dis-
tributed multimedia. In: Spatial Multimedia and
Virtual Reality.  A. S. Camara and J. Raper (eds.).
London: Taylor & Francis, pp. 35-45.   

Shneiderman, B. 1998. Designing the User Interface:
Strategies for Effective Human-Computer Interaction.
Third Edition. Reading, MA: Addison-Wesley. 

Shneiderman, B. 1999. Dynamic queries for visual
information seeking. In: Readings in Information
Visualization: Using Vision to Think.  S. K. Card, J. D.
Mackinlay and B. Shneiderman (eds.). San Fran-
cisco, California: Morgan Kaufmann, pp. 236-243.
First published in IEEE Software, 11(6), 70-77. 

Shum, S. J. B., A. MacLean, V. M. E. Bellotti and N. V.
Hammond. 1997. Graphical argumentation and
design cognition. Human-Computer Interaction 12:
267-300.  

Siekierska, E. and D. Williams. 1997. National Atlas of
Canada on the Internet and Schoolnet. In: Pro-
ceedings of the Seminars on Electronic Atlases II, Pra-
gue and The Hague, ICA Commission on National
and Regional Atlases, pp. 19-23.  

Skupin, A. and B. P. Buttenfield. 1996. Spatial meta-
phors for visualizing very large data archives. In:
GIS/LIS '96, Denver, Colorado, ACSM/ASPRS, pp.
607-617.  

Slocum, T. A. 1999. Thematic Cartography and Visuali-
zation. Upper Saddle River, New Jersey: Prentice
Hall. 

Slocum, T. A., M. P. Armstrong, I. Bishop, J. Carron,
J. Dungan, S. L. Egbert, L. Knapp, D. Okazaki, T.
M. Rhyne, D.-K. D. Rokos, A. J. Ruggles and C. R.
Weber. 1994. Visualization software tools. In: Visu-
alization in Modern Cartography.  A. M. MacEachren
and D. R. F. Taylor (eds.). Oxford: Pergamon, pp.
91-122.   

Slocum, T. A. and S. L. Egbert. 1993. Knowledge ac-
quisition from choropleth maps. Cartography and
Geographic Information Systems 20(2): 83-95.  

Slocum, T. A., S. H. Robeson and S. L. Egbert. 1990.
Traditional versus sequenced choropleth maps: An
experimental investigation. Cartographica 27(1): 67-
88.  

Slocum, T. A., R. S. Sluter, F. C. Kessler and S. C. Yo-
der. 2000. A preliminary evaluation of MapTime.
In: Association of American Geographers Annual Meet-
ing, Pittsburgh, Pennsylvania.  

Slocum, T. A., S. C. Yoder, F. C. Kessler and R. S.
Sluter. In press. MapTime: Software for exploring
spatiotemporal data associated with point loca-
tions. Cartographica. 

Stanney, K. M., R. R. Mourant and R. S. Kennedy.
1998. Human factors issues in virtual environ-

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

26

ments: A review of the literature. Presence 7(4): 327-
351.  

Suchan, T. A. and C. A. Brewer. 2000. Qualitative
methods for research on mapmaking and map use.
The Professional Geographer 52(1): 145-154.  

Thorndyke, P. W. and C. Stasz. 1980. Individual dif-
ferences in procedures for knowledge acquisition
from maps. Cognitive Psychology 12: 137-175.  

Treinish, L. A. 1995. Visualization of scattered mete-
orological data. IEEE Computer Graphics and Appli-
cations 15(4): 20-26.  

Treinish, L. A. 1999. Task-specific visualization de-
sign. IEEE Computer Graphics and Applications 19(5):
72-77.  

Treinish, L. L. .1992. Climatology of global strato-
spheric ozone, videotape, IBM Corporation.  

Uhlenküken, C., B. Schmidt and U. Streit. 2000. Vis-
ual exploration of high-dimensional spatial data:
Requirements and deficits. Computers & Geosciences
26(1): 77-85.  

Ungar, S., M. Blades and C. Spencer. 1997. Strategies
for knowledge acquisition from cartographic maps
by blind and visually impaired adults. The Carto-
graphic Journal 34(2): 93-110.  

Uusitalo, J., B. Orland and K. Liu. 1997. A forest
visualization interface for harvest planning. In:
ACSM/ASPRS Annual Convention & Exposition, Tech-
nical Papers, Seattle, Washington, Volume 4, pp.
204-215.  

Verbree, E., G. V. Maren, R. Germs, F. Jansen and M.-
J. Kraak. 1999. Interaction in virtual world views --
linking 3D GIS with VR. International Journal of
Geographical Information Science 13(4): 385-396.  

Wann, J. P. and M. Mon-Williams. 1997. Health issues
with virtual reality displays: What we do know and
what we don't. Computer Graphics 31(2): 53-57.  

Wastenson, L. and W. Arnberg. 1997. The new na-
tional atlas of Sweden completed: Seventeen books
and an electronic atlas. In: Proceedings, 18th Inter-
national Cartographic Conference, Gävle, Sweden,
Swedish Cartographic Society, pp. 2162-2169.  

Weber, C. R. and B. P. Buttenfield. 1993. A carto-
graphic animation of average yearly surface tem-
peratures for the 48 contiguous United States:
1897-1986. Cartography and Geographic Information
Systems 20(3): 141-150.  

Wheless, G. H., C. M. Lascara, A. Valle-Levinson, D. P.
Brutzman, W. Sherman, W. L. Hibbard and B. E.
Paul. 1996. Virtual Chesapeake Bay: Interacting
with a coupled physical/biological model. IEEE
Computer Graphics and Applications 16(4): 52-57.  

Wilhelmson, R. B., B. F. Jewett, C. Shaw, L. J. Wicker,
M. Arrott, C. B. Bushell, M. Bajuk, J. Thingvold
and J. B. Yost. 1990. A study of a numerically
modeled storm. The International Journal of
Supercomputer Applications 4(2): 20-36.  

Winn, W. 1993. A conceptual basis for educational
applications of virtual reality. Report TR-93-9.
Human Interface Technology Laboratory, Univer-
sity of Washington. Available at

http://www.hitl.washington.edu/publications/r-93-
9/. 

Winn, W., H. Hoffman, A. Hollander, K. Osberg, H.
Rose and P. Char. 1999. Student-built virtual envi-
ronments. Presence 8(3): 283-292.  

Witmer, B. G. and M. J. Singer. 1998. Measuring
presence in virtual environments: A presence
questionnaire. Presence 7(3): 225-240.  

Wood, J., H. Wright and K. Brodlie. 1997. Collabora-
tive visualization. In: Proceedings, IEEE Information
Visualization '97, Phoenix, AZ, pp. 253-259.  

Youngblut, C., R. E. Johnson, S. H. Nash, R. A. Wien-
claw and C. A. Will. 1996. Review of Virtual Envi-
ronment Interface Technology. Institute for De-
fense Analyses, Alexandria, Virginia. Available at
http://www.hitl.washington.edu/scivw/scivw-
ftp/publications/IDA-pdf/COVERS.PDF. 

Zack, J. A. 1999. "See" possible landscape changes
through visualization. GeoWorld 12(3): 40.  

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

27

Appendix A. Detailed list of applications of geovisualization that ap-
pear to facilitate science, decision making, and education.

  
A. Science

Human Geography

      agriculture - (Cox 1990)
      archaeology - (Koussoulakou and Stylianidis 1999)
      criminology - (Openshaw et al. 1993)
      epidemiology - (Eddy and Mockus 1994), (MacEachren et al. 1998)
      miscellaneous - (DiBiase et al. 1992), (Dorling 1992), (DiBiase 1994), (Krygier 1994)
      transportation - (Eskafi et al. 1995)
      urbanization - (Batty and Howes 1996; Buchanan and Acevedo 1996)

Physical Geography

      atmospheric science - (Treinish 1992), (Koussoulakou 1994)
      ecology - (Kreuseler 2000)
      climatology - (Weber and Buttenfield 1993), (Howard 1995)
      biogeography - (Buttenfield and Weber 1994)
      environmental data - (Rhyne et al. 1993)
      geology - (Painter et al. 1996), (Lin and Loftin 1998), (Bishop et al. 1999)
      landscape processes - (Mitas et al. 1997)
      limnology - (Assel et al. 1994)
      marine geodesy - (Li and Saxena 1993)
      meteorology - (Wilhelmson et al. 1990), (Hibbard et al. 1994), (Treinish 1995), (Treinish 1999)
      miscellaneous - (Pang and Wittenbrink 1997)
      oceanography - (Manley and Tallet 1990), (Manley et al. 1992), (Schrimpf et al. 1994),
                                (Howard and MacEachren 1996), (Wheless et al. 1996),
                                (Lindstrom et al. 1997)
      soils - (Moran and Vézina 1993)
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B. Decision making

Human Geography

      coastal zone management - (Romão et al. 1999)
      environmental planning - (Selman et al. 1991), (Lange 1994), (Levy 1995),
                                               (Hebert and Argence 1996), (Moreno-Sánchez et al. 1997)
      environmental studies - (Fonseca et al. 1999)
      landscape planning - (Hoinkes and Lange 1995)
      military planning and training - (Koller et al. 1995), (Schrader 1999)
      nuclear fuel cleanup - (Hedley et al. 1999)
      telecommunications - (Koutsofios et al. 1999)
      transportation - (Ervin 1992), (Ottoson 1999), (Shiffer 1999)
      urban planning - (Hall 1993), (Day 1994), (Bragdon et al. 1995),
                                 (Liggett and Jepson 1995), (Shiffer 1995), (Ledbetter 1999)
      water management - (Caquard 1999)

Physical Geography

      disposal of radioactive waste - (Flinn 1998)
      forest management and planning - (Orland 1994),  (Uusitalo et al. 1997), (McGaughey 1998)
      mining - (Russ and Wetherelt 1999), (Zack 1999)
      natural resources management - (Bishop and Karadaglis 1997)
      water resources planning - (Fedra 1993)
      wildfire modeling - (Ahrens et al. 1997)

C. Education

Human Geography

      history - (Miller 1988)
      miscellaneous - (Dykes et al. 1999), (Winn et al. 1999)

Physical Geography

      climatology - (Gordin et al. 1995), (Edelson et al. 1999)
      ecology - (Orland et al. 1997)
      miscellaneous - (Gordin and Pea 1995), (Krygier et al. 1997), (DiBiase 1999),
      shape of the earth - (Johnson et al. 1999)
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