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UNIT - IV 
Information Theory 
 

Information theory deals with representation and the transfer of information. 
 

There are two fundamentally different ways to transmit messages: via discrete 

signals and via continuous signals. ... For example, the letters of the English alphabet are 

commonly thought of as discrete signals. 
 
Information sources 
 

Definition: 
 

The set of source symbols is called the source alphabet, and the elements of the set are 

called the symbols or letters. 
 
The number of possible answers ‘ r ’ should be linked to 

“information.” “Information” should be additive in some sense. We 

define the following measure of information: 
 
 
 

 

Where ‘ r ’ is the number of all possible outcome so far an do m message U. 
 

Using this definition we can confirm that it has the wanted property of additivity:  
 
 
 
 
 

 

The basis ‘b’ of the logarithm b is only a change of units without actually changing the 

amount of information it describes. 
 

Classification of information sources 
 

1. Discrete memory less. 

2. Memory. 
 

Discrete memory less source (DMS) can be characterized by “the list of the symbols, the 

probability assignment to these symbols, and the specification of the rate of generating these 

symbols by the source”. 
 

1. Information should be proportion to the uncertainty of an outcome. 
 

2. Information contained in independent outcome should add. 
 

Scope of Information Theory 

 

1. Determine the irreducible limit below which a signal cannot be compressed. 
 
2. Deduce the ultimate transmission rate for reliable communication over a noisy channel. 
 
3. Define Channel Capacity - the intrinsic ability of a channel to convey information. 

The basic setup in Information Theory has: 
 

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

– a source, 
 

– a channel and 
 

– destination. 
 

The output from source is conveyed through the channel and received at the 

destination. The source is a random variable S 
 
which takes symbols from a finite alphabet i.e., 
 

 

S = {s0, s1, s2, ・ ・ ・ , sk−1} 

 

With probabilities 

 

P(S = sk) = pk where k = 0, 1, 2, ・ ・ ・ , k − 1 

and 
 

k−1,Xk=0 ,pk = 1 
 
 

The following assumptions are made about the source 

 

1. Source generates symbols that are statistically independent. 
 
2. Source is memory less i.e., the choice of present symbol does not depend on the previous 

choices. 

 

Properties of Information 
 
 

1. Information conveyed by a deterministic event is nothing 
 

2. Information is always positive. 
 
3. Information is never lost. 
 
4. More information is conveyed by a less probable event than a more probable event 
 
 

Entropy: 
 

The Entropy (H(s)) of a source is defined as the average information generated by a 

discrete memory less source. 
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Information content of a symbol: 
 

Let us consider a discrete memory less source (DMS) denoted by X and having the 

alphabet {U1, U2, U3, ……Um}. The information content of the symbol xi, denoted by I(xi) is 
 
defined as  

 

I (U) = log b 

 

= - log b P(U) 
 

 

Where P (U) is the probability of occurrence of symbol U 
 

Units of I(xi): 
 

For two important and one unimportant special cases of b it has been agreed to use the 

following names for these units: 
 
b =2(log2): bit, 

 

b = e (ln): nat (natural logarithm), 
 

b =10(log10): Hartley. 
 

The conversation of these units to other units is given as  
 

 

log2a= 
 

 

Uncertainty or Entropy (i.e Average information) 
 

Definition: 
 

In order to get the information content of the symbol, the flow information on the 

symbol can fluctuate widely because of randomness involved into the section of symbols. 
 

The uncertainty or entropy of a discrete random variable (RV) ‘U’ is defined as 
 

H(U)= E[I(u)]=   
 
 
 
 
 
 

 

5  
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Where PU (·) denotes the probability mass function (PMF) 2 of the RV U, and where 

the support of P U is defined as 
 
 
 
 

 

We will usually neglect to mention “support” when we sum over PU (u) · logb PU (u), i.e., we 

implicitly assume that we exclude all u 
 
With zero probability PU (u) =0. 
 

Entropy for binary source 
 

It may be noted that for a binary source U which genets independent symbols 0 and 1 

with equal probability, the source entropy H (u) is 
 
 

 

H (u) = - log2 - log2 = 1 b/symbol 
 

 

Bounds on H (U) 
 

 

If U has r possible values, then 0 ≤ H(U) ≤ log r, 
 

Where 
 

H(U)=0 if, and only if, PU(u)=1 for some u, 
H(U)=log r if, and only if, PU(u)= 1/r ∀ u. 

 

Hence, H(U) ≥ 0.Equalitycanonlybeachievedif −PU(u)log2 PU(u)=0  
 
 
 
 
 

For all u ∈ supp (PU), i.e., PU (u) =1forall u ∈ supp (PU). 
 

To derive the upper bound we use at rick that is quite common in. 
 

Formation theory: We take the deference and try to show that it must be non positive. 
 
 
 
 
 
 
 
 
 

 

6  

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Equality can only be achieved if 
1. In the IT  Inequality ξ =1,i.e.,if 1r·PU(u)=1=⇒ PU(u)= 1r ,for all u;  

2. |supp (PU)| = r. 
 

 

Note that if Condition1 is satisfied, Condition 2 is also satisfied. 

 

7  
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Conditional Entropy 
 

Similar to probability of random vectors, there is nothing really new about conditional 

probabilities given that a particular event Y = y has occurred. 
 

The conditional entropy or conditional uncertainty of the RV X given the event Y = y is 

defined as 
 
 
 
 
 
 
 
 
 
 
 
 

 

Note that the definition is identical to before apart from that everything is 

conditioned on the event Y = y 
 
 
 
 
 
 
 
 
 
 
 
 

Note that the conditional entropy given the event Y = y is a function of y. Since Y is 

also a RV, we can now average over all possible events Y = y according to the probabilities 

of each event. This will lead to the averaged. 

 

Mutual Information 
 

Although conditional entropy can tell us when two variables are completely 

independent, it is not an adequate measure of dependence. A small value for H(Y| X) may 

implies that X tells us a great deal about Y or that H(Y) is small to begin with. Thus, we 

measure dependence using mutual information: 

 

I(X,Y) =H(Y)–H(Y|X)  
 

Mutual information is a measure of the reduction of randomness of a variable given 

knowledge of another variable. Using properties of logarithms, we can derive several equiva-

lent definitions 

8  
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I(X,Y)=H(X)–H(X| Y) 

 

I(X,Y) = H(X)+H(Y)–H(X,Y) = I(Y,X) 
 
 

 

In addition to the definitions above, it is useful to realize that mutual information is 

a particular case of the Kullback-Leibler divergence. The KL divergence is defined 

as: 
 
 
 
 
 

 

KL divergence measures the difference between two distributions. It is sometimes called the 

relative entropy. It is always non-negative and zero only when p=q; however, it is not a 

distance because it is not symmetric. 
 
 

In terms of KL divergence, mutual information is:  
 
 
 

 

In other words, mutual information is a measure of the difference between the joint 

probability and product of the individual probabilities. These two distributions are equivalent 

only when X and Y are independent, and diverge as X and Y become more dependent. 
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UNIT – V 
Source coding 

 

Coding theory is the study of the properties of codes and their respective fitness for 

specific applications. Codes are used for data compression, cryptography, error-

correction, and networking. Codes are studied by various scientific disciplines—such as 

information theory, electrical engineering, mathematics, linguistics, and computer 

science—for the purpose of designing efficient and reliable data transmission methods. 

This typically involves the removal of redundancy and the correction or detection of 

errors in the transmitted data. 
 

The aim of source coding is to take the source data and make it smaller. 

 

All source models in information theory may be viewed as random process or random 

sequence models. Let us consider the example of a discrete memory less source 

(DMS), which is a simple random sequence model. 

 
A DMS is a source whose output is a sequence of letters such that each letter is 

independently selected from a fixed alphabet consisting of letters; say a1, a2 , 
 

……….ak. The  letters  in  the  source  output  sequence  are  assumed  to  be  random 
 

and statistically 

 

Independent of each other. A fixed probability assignment for the occurrence of each 

letter is also assumed. Let us, consider a small example to appreciate the importance 

of probability assignment of the source letters. 

 
 

Let us consider a source with four letters a1, a2, a3 and a4 with P(a1)=0.5, 
 

P(a2)=0.25, P(a3)= 0.13, P(a4)=0.12. Let us decide to go for binary coding of these 
 

four 

 

Source letters While this can be done in multiple ways, two encoded representations 
are shown below: 

 
 
 

 

Code Representation#1: 
 

a1: 00, a2:01, a3:10, a4:11 
 
 
 
 
 

10  
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Code Representation#2: 
 

a1: 0, a2:10, a3:001, a4:110 
 

It is easy to see that in method #1 the probability assignment of a source letter has not 

been considered and all letters have been represented by two bits each. However in 

 

The second method only a1 has been encoded in one bit, a2 in two bits and the 

remaining two in three bits. It is easy to see that the average number of bits to be used 

per source letter for the two methods is not the same. ( a for method #1=2 bits per 

letter and a for method #2 < 2 bits per letter). So, if we consider the issue of encoding 

a long sequence of 

 

Letters we have to transmit less number of bits following the second method. This is 

an important aspect of source coding operation in general. At this point, let us note 

 

a) We observe that assignment of small number of bits to more probable letters and 

assignment of larger number of bits to less probable letters (or symbols) may lead to 

efficient source encoding scheme. 

 
b) However, one has to take additional care while transmitting the encoded letters. A 

careful inspection of the binary representation of the symbols in method #2 reveals 

that it may lead to confusion (at the decoder end) in deciding the end of binary 

representation of a letter and beginning of the subsequent letter. 

 
 
 

1) The average number of coded bits (or letters in general) required per source letter 

is as small as possible and 
 

2) The source letters can be fully retrieved from a received encoded sequence. 
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Shannon-Fano Code 
 

 

Shannon–Fano coding, named after Claude Elwood Shannon and Robert Fano, is a technique 

for constructing a prefix code based on a set of symbols and their probabilities. It is 

suboptimal in the sense that it does not achieve the lowest possible expected codeword length 

like Huffman coding; however unlike Huffman coding, it does guarantee that all codeword 

lengths are within one bit of their theoretical ideal I(x) =−log P(x). 

 

In Shannon–Fano coding, the symbols are arranged in order from most probable to least 

probable, and then divided into two sets whose total probabilities are as close as possible to 

being equal. All symbols then have the first digits of their codes assigned; symbols in the first 

set receive "0" and symbols in the second set receive "1". As long as any sets with more than 

one member remain, the same process is repeated on those sets, to determine successive digits 

of their codes. When a set has been reduced to one symbol, of course, this means the symbol's 

code is complete and will not form the prefix of any other symbol's code. 

 

The algorithm works, and it produces fairly efficient variable-length encodings; when the two 

smaller sets produced by a partitioning are in fact of equal probability, the one bit of 

information used to distinguish them is used most efficiently. Unfortunately, Shannon–Fano 

does not always produce optimal prefix codes. 

 

For this reason, Shannon–Fano is almost never used; Huffman coding is almost as 

computationally simple and produces prefix codes that always achieve the lowest expected 

code word length. Shannon–Fano coding is used in the IMPLODE compression method, 

which is part of the ZIP file format, where it is desired to apply a simple algorithm with high 

performance and minimum requirements for programming. 
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Shannon-Fano Algorithm: 
 

A Shannon–Fano tree is built according to a specification designed to define an 

effective code table. The actual algorithm is simple: 
 

For a given list of symbols, develop a corresponding list of probabilities or frequency 

counts so that each symbol’s relative frequency of occurrence is known. 

 
 

 Sort the lists of symbols according to frequency, with the most frequently 

occurring 
 

Symbols at the left and the least common at the right. 
 

 Divide the list into two parts, with the total frequency counts of the left part being 

as 
 

Close to the total of the right as possible. 
 

 The left part of the list is assigned the binary digit 0, and the right part is assigned 

the digit 1. This means that the codes for the symbols in the first part will all start 

with 0, and the codes in the second part will all start with 1. 
 

Recursively apply the steps 3 and 4 to each of the two halves, subdividing groups 
 

and adding bits to the codes until each symbol has become a corresponding code leaf on 

the tree. 

 

Example: 
 

The source of information A generates the symbols {A0, A1, A2, A3 and A4} with the 

corresponding probabilities {0.4, 0.3, 0.15, 0.1 and 0.05}. Encoding the source symbols 

using binary encoder and Shannon-Fano encoder gives 

 

Source Symbol Pi  Binary Code Shannon-Fano 
     

A0 0.4 000  0 
     

A1 0.3 001  10 
     

A2 0.15 010  110 
     

A3 0.1 011  1110 
     

A4 0.05 100  1111 
     

Lavg H = 2.0087 3  2.05 
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Shanon-Fano code is a top-down approach. Constructing the code tree, we get  
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Binary Huffman Coding (an optimum variable-length source coding scheme) 
 

In Binary Huffman Coding each source letter is converted into a binary code word. It 

is a prefix condition code ensuring minimum average length per source letter in bits. 

 

Let the source letters a1, a 2, ……….aK have probabilities P(a1), P(a2),…………. 
 

P(aK) and let us assume that P(a1) ≥ P(a2) ≥ P(a 3)≥…. ≥ P(aK). 
 

 

We now consider a simple example to illustrate the steps for Huffman coding. 

 

Steps to calculate Huffman Coding 

 

Example Let us consider a discrete memory less source with six letters having 

P(a1)=0.3,P(a2)=0.2, P(a 3)=0.15, P(a 4)=0.15, P(a5)=0.12 and P(a6)=0.08. 

 

Arrange the letters in descending order of their probability (here they are 

arranged). 
  

Consider the last two probabilities. Tie up the last two probabilities. Assign, say, 0 

to the last digit of representation for the least probable letter (a6) and 1 to the last 

digit of representation for the second least probable letter (a5). That is, assign ‘1’ to 

the upper arm of the tree and ‘0’ to the lower arm. 
 
 
 
 
 
 
 
 
 
 
 
 

 

(3) Now, add the two probabilities and imagine a new letter, say b1, substituting for a6 

and a5. So P(b1) =0.2. Check whether a4 and b1are the least likely letters. If not, 

reorder the letters as per Step#1 and add the probabilities of two least likely letters. 

For our example, it leads to: 
 

P(a1)=0.3, P(a2)=0.2, P(b1)=0.2, P(a3)=0.15 and P(a4)=0.15 
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(4) Now go to Step#2 and start with the reduced ensemble consisting of a1 , a2 , a3 ,  
 
 
 
 
 
 
 
 
 
 

 

a4 and b1. Our example results in: 
 

Here we imagine another letter b1, with P(b2)=0.3. 
 

 

Continue till the first digits of the most reduced ensemble of two letters are 

assigned a ‘1’ and a ‘0’. 

 

Again  go  back  to  the  step  (2):  P(a1)=0.3,  P(b2)=0.3,  P(a2)=0.2  and  P(b1)=0.2. 
 

Now we consider the last two probabilities:  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

So, P(b3)=0.4. Following Step#2 again, we get, P(b3)=0.4, P(a1)=0.3 and 

P(b2)=0.3. 

Next two probabilities lead to:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

With P(b4) = 0.6. Finally we get only two probabilities 
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6. Now, read the code tree inward, starting from the root, and construct the code 

words. The first digit of a codeword appears first while reading the code tree 

inward. 

 

 

Hence, the final representation is: a1=11, a2=01, a3=101, a4=100, a5=001, a6=000. 
 

A few observations on the preceding example 

 

1. The event with maximum probability has least number of bits 
 

 

2. Prefix condition is satisfied. No representation of one letter is prefix for other. 

Prefix condition says that representation of any letter should not be a part of any 

other letter. 

 
3. Average length/letter (in bits) after coding is 

 

= ∑P (ai )ni  = 2.5 bits/letter. 
 
 

4. Note that the entropy of the source is: H(X)=2.465 bits/symbol. Average length per 

source letter after Huffman coding is a little bit more but close to the source entropy. 

In fact, the following celebrated theorem due to C. E. Shannon sets the limiting 

value of average length of code words from a DMS. 

 

Shannon–Hartley theorem 

 

In information theory, the Shannon–Hartley theorem tells the maximum rate at which 

information can be transmitted over a communications channel of a specified bandwidth in 

the presence of noise. It is an application of the noisy-channel coding theorem to the 

archetypal case of a continuous-time analog communications channel subject to Gaussian 

noise. The theorem establishes Shannon's channel capacity for such a communication link, a 
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bound on the maximum amount of error-free information per time unit that can be 

transmitted with a specified bandwidth in the presence of the noise interference, assuming 

that the signal power is bounded, and that the Gaussian noise process is characterized by a 

known power or power spectral density. 
 
The law is named after Claude Shannon and Ralph Hartley. 
 

 

Hartley Shannon Law 
 

The theory behind designing and analyzing channel codes is called Shannon’s noisy 

channel coding theorem. It puts an upper limit on the amount of information you can 

send in a noisy channel using a perfect channel code. This is given by the following 

equation: 
 
 
 
 
 

 

where C is the upper bound on the capacity of the channel (bit/s), B is the 

bandwidth of the channel (Hz) and SNR is the Signal-to-Noise ratio (unit less). 

 

Bandwidth-S/N Tradeoff 
 

The expression of the channel capacity of the Gaussian channel makes intuitive sense: 

 
 

 

1. As the bandwidth of the channel increases, it is possible to make faster 

changes in the information signal, thereby increasing the information rate. 
 
2 As S/N increases, one can increase the information rate while still preventing errors 

due to noise. 

 

3. For no noise, S/N tends to infinity and an infinite information rate is 
 

possible irrespective of bandwidth. 

 

Thus we may trade off bandwidth for SNR. For example, if S/N = 7 and B = 4kHz, then 

the channel capacity is C = 12 ×10
3
 bits/s. If the SNR increases to S/N = 15 and B is 

decreased to 3kHz, the channel capacity remains the same. However, as B tends to 1, 

the channel capacity does not become infinite since, with an increase in bandwidth, the 

noise power also increases. If the noise power spectral density is ɳ/2, then the total noise 

power is N = ɳB, so the Shannon-Hartley law becomes 
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UNIT - VI 

Forward Error Correction (FEC) 

 
 The key idea of FEC is to transmit 
enough redundant data to allow receiver 
to recover from errors all by itself. No 
sender retransmission required.

 The major categories of FEC codes are

 Block codes,

 Cyclic codes,

 Convolutional codes,

 and Turbo codes.
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

Linear Block Codes 

 Information is divided into blocks of length k

 r parity bits or check bits are added to each block (total 
length n = k + r).

 Code rate R = k/n

 Decoder looks for codeword closest to received vector
(received vector = code vector + error vector) 

 Tradeoffs between
 Efficiency

 Reliability

 Encoding/Decoding complexity

 
 In Maximum-likelihood decoding, we compare the 
received vector with all possible transmitted codes 
and choose that which is closest in Hamming 
distance (i.e., which is differs in the fewest bits). This 
results in a minimum probability of a code word error.

 
 
 
 
 
 
 
 
 

Linear Block Codes 

 The uncoded k data bits be represented by the m vector:

m=(m1, m2, …, mk) 

The corresponding codeword be represented by the n-bit c 

vector: 

c=(c1, c2, …ck, ck+1, …, cn-1, cn) 

 Each parity bit consists of weighted modulo 2 sum of the data 

bits represented by  symbol.
c1  m1 

c2  m2 

... 

ck  mk 
c  m p  m p ...  m p 

 k 1 

... 


1 1(k 1) 2 2( k 1) k k (k 1) 

cn  m1 p1n  m2 p2n ...  mk pkn 
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



Block Codes: Linear Block Codes 

 Linear Block Code 

The codeword block C of the Linear Block Code is 

C = m G 

where m is the information block, G is the generator 

matrix. 

G = [Ik | P]k × n 

where pi = Remainder of [xn-k+i-1/g(x)] for i=1, 2, .., k, and I is 

unit matrix. 

 The parity check matrix 

H = [PT | In-k ], where PT is the transpose of the matrix p. 
 

 

 

 

 

 

 

 

Block Codes: Example 

 
Example : Find linear block code encoder G if code generator 

polynomial g(x)=1+x+x3 for a (7, 4) code. 

 
We have n = Total number of bits = 7,  k = Number of information bits = 4, 

r = Number of parity bits = n - k = 3. 

 

1 0L0 p1 
01L0 p2 




G  I | P   , 
LLLL




where 


0 0L1p 




 xnk i1 

pi  Re mainder of 
 g(x) 

,
 

i  1, 2, L, k 

k 
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Block Codes: Example (Continued) 
 

 
 x3

 

 
    

p1    Re 
1 x  x

3  1 x 110 




 

 x4
 



  
 


2   

p2 Re 
1 x  x

3  x x 011 1000110  
0100011




G   

 
 x5

 

 
     2    0010111

p3   Re 
1 x  x

3  1 x x 111  

  0001101



 
 x6

 

 
  2   

p4 Re 
1 x  x

3  1 x 101 

 




















Block Codes: Linear Block Codes 
 
 

Operations of the generator matrix and the parity check matrix 
 
 

Message 

vector 

m 

Generator 

matrix 

G 

Code 

Vector 

C 

Code 

Vector 

C 

Parity 

check 

matrix 

HT 

Null 

vector 

0 

The parity check matrix H is used to detect errors in the received code by using the fact 

that c * HT = 0 ( null vector) 

Let x = c e be the received message where c is the correct code and e is the error 

Compute S = x * HT =( c e ) * HT =c HT e HT = e HT (s is know as syndrome matrix) 

If S is 0 then message is correct else there are errors in it, from common known error 

patterns the correct message can be decoded. 
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
0001011 





0010101 

G  

1000111 

   [101 ] 

Linear Block Codes 

 
 Consider a (7,4) linear block code, given by G as 

 

 

Then, 

   

 
 

For m = [1 0 1 1] and c = mG = [1 0 1 1 0 0 1]. 

If there is no error, the received vector x=c, and s=cHT=[0, 0,0] 
 

 

 

 

 

 

 

 

 

 

 

 

Linear Block Codes 

Let c suffer an error such that the received vector 

x=c e 

=[ 1 0 1 1 0 0 1 ] [ 0 0 1 0 0 0 0 ] 

=[ 1 0 0 1 0 0 1 ]. 

Then, 

s = xHT 

111 
110 




 
101 
 1001001 011 
 
100 
 



= (eHT) 

010 


001 

1011001 

1110100 

H  

1101010 




= 


0100110 



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

Cyclic Codes 

 
It is a block code which uses a shift register to perform encoding and 

Decoding (all code words are shifts of each other) 

The code word with n bits is expressed as 

c(x)=c1xn-1 +c2x
n-2……+ cn 

where each ci is either a 1 or 0. 

c(x) = m(x) xn-k + cp(x) 

where cp(x) = remainder from dividing m(x) xn-k by generator g(x) 

if the received signal is c(x) + e(x) where e(x) is the error. 

 
To check if received signal is error free, the remainder from dividing 

c(x) + e(x) by g(x) is obtained(syndrome). If this is 0 then the received 

signal is considered error free else error pattern is detected from 

known error syndromes. 
 

 

 

 

 

 

 

 

 
 

Cyclic Code: Example 

 
Example : Find the codewords c(x) if m(x)=1+x+x2 and g(x)=1+x+x3 

for (7,4) cyclic code. 

 
We have n = Total number of bits = 7,  k = Number of information bits = 4, 

r = Number of parity bits = n - k = 3. 

 m ( x ) x 
n  k 


( x )  rem 
 g ( x ) 

 
 x 

5 
 x 

4
  x 

3 




Then, 

rem 



x 
3 
 x  1 

 
 x 

c( x) m ( x) x 
n  k

  c p ( x)  x  x 3
  x 

4
  x 

5
 

c 
p 
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Cyclic Redundancy Check (CRC) 

 
 Cyclic redundancy Code (CRC) is an error-checking code.

 
 The transmitter appends an extra n-bit sequence to every 

frame called Frame Check Sequence (FCS). The FCS holds 
redundant information about the frame that helps the 
receivers detect errors in the frame.

 
 CRC is based on polynomial manipulation using modulo 

arithmetic. Blocks of input bit as coefficient-sets for 
polynomials is called message polynomial. Polynomial with 
constant coefficients is called the generator polynomial.

 

 

 
 

 

 

 

 

 

 

 

 
 

Cyclic Redundancy Check (CRC) 

 Generator polynomial is divided into the message 
polynomial, giving quotient and remainder, the 
coefficients of the remainder form the bits of final CRC. 

 Define: 

M – The original frame (k bits) to be transmitted before 
adding the Frame Check Sequence (FCS). 

F – The resulting FCS of n bits to be added to M (usually 

n=8, 16, 32). 

T – The cascading of M and F. 

P – The predefined CRC generating polynomial with 
pattern of n+1 bits. 

The main idea in CRC algorithm is that the FCS is 
generated so that the remainder of T/P is zero. 
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Cyclic Redundancy Check (CRC) 

 
 The CRC creation process is defined as follows:

 Get the block of raw message 

 Left shift the raw message by n bits and then divide it by 
p 

 Get the remainder R as FCS 

 Append the R to the raw message . The result is the 
frame to be transmitted. 

 CRC is checked using the following process:

 Receive the frame 

 Divide it by P 

 Check the remainder. If the remainder is not zero, then 
there is an error in the frame. 

 

 

 

 
 

 

 

 

 

Common CRC Codes 
 

 

 

 

 
 

Code Generator polynomial 

g(x) 

Parity check 

bits 

CRC-12 1+x+x2+x3+x11+x12 12 

CRC-16 1+x2+x15+x16 16 

CRC-CCITT 1+x5+x15+x16 16 
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D2 D1 

Convolutional Codes 

 

 Encoding of information stream rather than 
information blocks

 Value of certain information symbol also affects 
the encoding of next M information symbols, 
i.e., memory M

 Easy implementation using shift register

 Assuming k inputs and n outputs 

 Decoding is mostly performed by the Viterbi 
Algorithm (not covered here)

 
 

 

 

 

 

 

 

 

 
 

Convolutional Codes: (n=2, k=1, M=2) 

Encoder 
 

 

 

y1 

Input Output 
x c 

y2 

 

Di -- Register 
 
 

 
Input: 1 1 1 0 0 0 … 

Output: 11 01 10 01 11 00 … 

Input: 1 0 1 0 0 0 … 

Output: 11 10 00 10 11 00 … 

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

State Diagram 
 

 

10/1 
 

 

 
01/1 

11 

 
10/0 

 
01/0 

10 01 

00/1 

11/1 11/0 
00 

 

 

 

00/0 
 

 

 

 

 
 

 

 

Tree Diagram 
 

 

0 

First input 

 
… 1 1 0 0 1 

 

 

 
1 

00 …… 

 

00 
00 

11 
11 

10 
11 

01 

10 
11

 

10 

00 
00 

01 
01 

10 
11 

00 
11 

01 
11 

10 
00 

01 
01 

11 
01 

10 
00 

01 
10 

10 

 

 
 

First output 

 
… 10 11 11 01 11 
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Trellis 
 
 

… 11 0 0 1 

00 00 

 
00 00 00 

 
00 00 

 
00 00 

 
00 00 

 

11 11 11 

11 

11 11 11 11 

10 10 10 10 10 10 
…

 

10 

 
01 01 01 01 01 01 

 

01 
01 

11 11 11 
10

 

01 
01

 

11 
10

 

01 
01 

01 

11 
10 

11 

 

 

 

 

 

 

 
 

Interleaving 
 

Input Data 

 

 

 
Interleaving 

 
 

Write 

 

 
 

Transmitting 

Data 

 
 

Read 
 
 

De-Interleaving 
 

 

 

Output Data a1, a2, a3, a4, a5, a6, a7, a8, a9, … 

a1,   a2,    a3,    a4   

a5,    a6,    a7,     a8 

a9, a10, a11,  a12  

a13, a14, a15, a16 

a1, a5, a9, a13, a2, a6, a10, a14, a3, … 

a1,   a2,    a3,    a4   

a5,    a6,    a7,     a8 

a9, a10, a11,  a12  

a13, a14, a15, a16 

a1, a2, a3, a4, a5, a6, a7, a8, a9, … 

W
ri

te
 

R
ea

d
 

00 00 00 

10 10 10 
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N 

Interleaving (Example) 
 

 
 

Burst error 
 

Transmitting 

Data 

 

 
De-Interleaving 

 

 

 
Output Data 

 

Discrete error 
 

 

 

 

 

 

 
 

 

Information Capacity Theorem 

(Shannon Limit) 

 The information capacity (or channel 

capacity) C of a continuous channel with 

bandwidth B Hertz satisfies 

C  B log2 1 S  bits / sec ond 

0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 1, … 

0, 0, 0, 1, 1, 1, 1, 0, 0, 0, 0,… 

W
ri

te
 

 Read 

0, 1, 0, 0  

0, 1, 0, 0  

0, 1, 0, 0  

1, 0, 0, 0  
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Data Rate per Hertz 

Shannon Limit 

 
 

20 

Region for which Rd>C 
10 

 
 

 
Capacity boundary Rd=C 

 

Shannon Limit 

-1.6 

Region for which Rd<C 

1 
0 10 20 30 

SNR dB
 

 

 

 

 

 

0.1 
 

 

 

 

 

 

 

Turbo Codes 

 
 A brief historic of turbo codes:

The turbo code concept was first introduced by C. Berrou in 
1993. Today, Turbo Codes are considered as the most 
efficient coding schemes for FEC. 

 Scheme with known components (simple convolutional or 
block codes, interleaver, and soft-decision decoder)

 Performance close to the Shannon Limit at modest 
complexity!

 Turbo codes have been proposed for low-power applications 
such as deep-space and satellite communications, as well as 
for interference limited applications such as third generation 
cellular, personal communication services, ad hoc and sensor 
networks.
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Turbo Codes: Encoder 
 

 

 
 

X 
X 

 

 

Y1 

Y 

(Y1, Y2) 
2 

 

 

 

X: Information 

Yi: Redundancy Information 
 

 

 

 

 

 

 

 
 

Turbo Codes: Decoder 
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Automatic Repeat Request (ARQ) 
 

 

 

 

 

 

Channel 

 
 
 

 

 
 

 
 

 

 

 

 

 

 

 

 

 

 
 

Stop-And-Wait ARQ (SAW ARQ) 
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

Stop-And-Wait ARQ (SAW ARQ) 

 
Throughput: 

S = (1/T) * (k/n) = [(1- Pb)n / (1 + D * Rb/ n) ] * (k/n) 

where T is the average transmission time in terms of a block duration 

T = (1 + D * Rb/ n) * PACK + 2 * (1 + D * Rb/ n) * PACK * (1- PACK) 

+ 3 * (1 + D * Rb/ n) * PACK * (1- PACK)2 + ….. 

= (1+ D * Rb/n) * PACK i * (1-PACK)i-1
 

i1 

= (1+ D * Rb/n) * PACK/[1-(1-PACK)]2
 

= (1 + D * Rb/ n) / PACK 

where n = number of bits in a block, k = number of information bits in a block, 

D = round trip delay, Rb= bit rate, Pb = BER of the channel, and PACK = (1- Pb)
n

 

 

 
 

 

 

 

 

 

Go-Back-N ARQ (GBN ARQ) 
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Go-Back-N ARQ (GBN ARQ) 
 

 

Throughput 

S = (1/T) * (k/n) 

= [(1- Pb)n / ((1- Pb)n + N * (1-(1- Pb)n ) )]* (k/n) 

where 

T = 1 * PACK + (N+1) * PACK * (1- PACK) +2 * (N+1) * PACK * 
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= PACK+PACK * [(1-PACK)+(1-PACK )
2 +(1-PACK)3+…]+ 

PACK[N * (1-PACK)+2 * N * (1-PACK )
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= PACK+PACK *[(1-PACK)/PACK + N * (1-PACK)/PACK
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= 1 + (N * [1 - (1- Pb)
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Selective-Repeat ARQ (SR ARQ) 
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= PACK i * (1-PACK)i-1 
i1 

= PACK/[1-(1-PACK)]2 

= 1/(1- Pb)n 

Throughput 

S = (1/T) * (k/n) 

= (1- Pb)n * (k/n) 

where 

T = 1 * PACK + 2 * PACK * (1- PACK) + 3 * PACK * (1- PACK)2 

+ …. 


Selective-Repeat ARQ (SR ARQ) 
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