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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 
(Established by Govt. of A.P., Act. No. 30 of 2008) 

ANANTHAPURAMU – 515 002 (A.P.) INDIA. 
---------------------------------------------------------------------------------------------------------- 

Course Structure for B.Tech-R15 Regulations 
 

Information Technology  

 
 
B.Tech III-I Semester (IT) 

 
S. 
No. 

Course  
Code 

Subject L T P C 

1. 15A05502 Computer Networks  3 1 - 3 

2. 15A05503 Object Oriented Analysis & Design 3 1 - 3 

3. 15A05404 Formal Languages & Automata Theory 3 1 - 3 

4. 15A05602 Data Warehousing & Mining  3 1 - 3 

5. 15A05604 Design and Analysis of Algorithms 3 1 - 3 

6.  
15A05506 
15A04702 
15A10501 

MOOCS-I* 
a. Introduction to Big Data   
b. Embedded Systems 
c. Computer Animation   

3 1 - 3 

7. 15A10502 UML & CN Laboratory - - 4 2 

8. 15A05610 Data warehousing & Mining Laboratory - - 4 2 

9. 15A99501 Audit course –  Social Values & Ethics 2 0 2 0 

                                                                    Total: 20 6 10 22 

6 Theory + 2 Laboratories 
  *Either by MOOCS manner or Conventional manner 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B. Tech  III-I Sem. (IT) 
L T P C 
3 1 0 3 

15A05502   COMPUTER NETWORKS 
 
Course Objectives: 

 Study the evolution of computer networks and future directions. 

 Study the concepts of computer networks from layered perspective. 

 Study the issues open for research in computer networks. 

Course Outcomes: 

 Ability to choose the transmission media depending on the requirements.  

 Ability to design new protocols for computer network. 

 Ability to configure a computer network logically.  

 
Unit I 
Introduction: Networks, Network Types, Internet History, Standards and 
Administration, Network Models: Protocol Layering, TCP/IP Protocol Suite, The ISO 
Model. 
The Physical layer: Data and Signals, Transmission impairment, Data rate limits, 
Performance, Transmission media: Introduction, Guided Media, Unguided Media, 
Switching:  Introduction, Circuit Switched Networks, Packet switching. 
 
Unit II 
The Data Link Layer: Introduction, Link layer addressing, Error detection and 
Correction: Cyclic codes, Checksum, Forward error correction, Data link control: DLC 
Services, Data link layer protocols, HDLC, Point to Point Protocol, Media Access 
control: Random Access, Controlled Access, Channelization, Connecting devices and 
virtual LANs: Connecting Devices. 
 
Unit III 
The Network Layer: Network layer design issues, Routing algorithms, Congestion 
control algorithms, Quality of service, Internetworking, The network layer in the Internet: 
IPV4 Addresses, IPV6, Internet Control protocol, OSPF, BGP, IP, ICMPv4, IGMP. 
 
Unit IV 
The Transport Layer: The Transport Service, Elements of Transport Protocols, 
Congestion Control, The internet transport protocols: UDP, TCP, Performance 
problems in computer networks, Network performance measurement. 
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Unit V 
The Application Layer: Introduction, Client Server Programming, WWW and HTTP, 
FTP, e-mail, TELNET, Secure Shell, Domain Name System, SNMP. 
 
Text Books: 

1. ―Data communications and networking‖, Behrouz A. Forouzan, Mc Graw Hill 
Education, 5th edition, 2012. 

2. ―Computer Networks‖, Andrew S. Tanenbaum, Wetherall, Pearson, 5th edition, 
2010. 

References: 

1. Data Communication and Networks, Bhushan Trivedi, Oxford   
2. ―Internetworking with TCP/IP – Principles, protocols, and architecture- 

Volume 1, Douglas E. Comer, 5th edition, PHI 
3. ―Computer Networks‖,  5E, Peterson, Davie, Elsevier. 
4. ―Introduction to Computer Networks and Cyber Security‖, Chawan- Hwa Wu, 

Irwin, CRC Publications. 
5. ―Computer Networks and Internets with Internet Applications‖, Comer. 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B. Tech  III-I Sem. (IT) 
L T P C 
3 1 0 3 

  15A05503  OBJECT ORIENTED ANALYSIS & DESIGN 
 
Course Objectives 

 To understand how to solve complex problems 

 Analyze and design solutions to problems using object oriented approach 

 Study the notations of Unified Modeling Language 

Course Outcomes: 

 Ability to find solutions to the complex problems using object oriented 
approach 

 Represent classes, responsibilities and states using UML notation 

 Identify classes and responsibilities of the problem domain 
 

Unit-I 

Introduction: The Structure of Complex systems, The Inherent Complexity of Software, 
Attributes of Complex System, Organized and Disorganized Complexity, Bringing Order 
to Chaos, Designing Complex Systems, Evolution of Object Model, Foundation of 
Object Model, Elements of Object Model,  Applying the Object Model.  

Unit-II 

Classes and Objects: Nature of object, Relationships among objects, Nature of a 
Class, Relationship among Classes, Interplay of Classes and Objects, Identifying 
Classes and Objects, Importance of Proper Classification, Identifying Classes and 
Objects, Key abstractions and Mechanisms. 

Unit-III 

Introduction to UML: Why model, Conceptual model of UML, Architecture, Classes, 
Relationships, Common Mechanisms, Class diagrams, Object diagrams.   

Unit-IV 

Structural Modeling: Package Diagram, Composite Structure Diagram, Component 
Diagram, Deployment Diagram, Profile Diagram. 

Unit-V 

Behavioral Modeling: Use Case Diagram, Activity Diagrams, State Machine Diagrams, 
Sequence Diagram, Communication Diagram, Timing Diagram, Interaction Overview 
Diagram. 
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Text Books: 

1. ―Object- Oriented Analysis And Design with Applications‖, Grady BOOCH, 
Robert A. Maksimchuk, Michael W. ENGLE, Bobbi J. Young, Jim Conallen, 
Kellia Houston, PEARSON, 3rd edition, 2013. 

2. ―The Unified Modeling Language User Guide‖, Grady Booch, James Rumbaugh, 
Ivar Jacobson, PEARSON 12th Impression, 2012. 

3. http://www.omg.org/ 

References:   

1. ―Object-oriented analysis and design using UML‖, Mahesh P. Matha, PHI 
2. ―Head first object-oriented analysis and design‖, Brett D. McLaughlin, Gary 

Pollice, Dave West, O‘Reilly 
3. ―Object-oriented analysis and design with the Unified process‖, John W. 

Satzinger, Robert B. Jackson, Stephen D. Burd, Cengage Learning 
―The Unified modeling language Reference manual‖, James Rumbaugh, Ivar 
Jacobson, Grady Booch, Addison-Wesley  
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B. Tech  III-I Sem. (IT) 
L T P C 
3 1 0 3 

15A05404  FORMAL LANGUAGES AND AUTOMATA THEORY 

Course Objectives:  Understand formal definitions of machine models.  
 Classify machines by their power to recognize languages.  

 Understanding of formal grammars, analysis  

 Understanding of hierarchical organization of problems depending on their 
complexity  

 Understanding of the logical limits to computational capacity  

 Understanding of undecidable problems  
 

Course Outcomes: 

 At the end of the course, students will be able to 

 Construct finite state diagrams while solving problems of computer science  

 Find solutions to the problems using Turing machines  

 Design of new grammar and language  
 
UNIT I 
Introduction: Basics of set theory, Relations on sets, Deductive proofs, Reduction to 
definitions, Other theorem forms, Proving equivalences about sets, The Contrapositive, 
Proof by contradiction, Counter examples, Inductive proofs, Alphabets, Strings, 
Languages, Problems, Grammar formalism, Chomsky Hierarchy 
 
Finite Automata: An Informal picture of Finite Automata, Deterministic Finite Automata 
(DFA), Non Deterministic Finite Automata (NFA), Applying FA for Text search, Finite 
Automata with 
 
Epsilon transitions (є-NFA or NFA- є ), Finite Automata with output, Conversion of one 
machine to another, Minimization of Finite Automata, Myhill-Nerode Theorem. 
 
UNIT II 
Regular  Languages:  Regular  Expressions  (RE),  Finite  Automata  and  Regular  
Expressions, Applications of Regular Expressions, Algebraic laws for Regular 
Expressions, The Arden‗s Theorem, Using Arden‗s theorem to construct RE from FA, 
Pumping Lemma for RLs, Applications of Pumping Lemma, Equivalence of Two FAs, 
Equivalence of Two REs, Construction of Regular Grammar from 
 
RE, Constructing FA from Regular Grammar, Closure properties of RLs, Decision 
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problem‗s of RLS, 
Applications of REs and FAs 
 
UNIT III 
Context Free Grammars and Languages: Definition of Context Free Grammars 
(CFG), Derivations and Parse trees, Ambiguity in CFGs, Removing ambiguity, Left 
recursion and Left factoring, Simplification of CFGs, Normal Forms, Linear grammars, 
Closure properties for CFLs, Pumping Lemma for CFLs, Decision problems for CFLs, 
CFG and Regular Language. 
 
UNIT IV 
Push Down Automata (PDA): Informal introduction, The Formal Definition, Graphical 
notation, Instantaneous description, The Languages of a PDA, Equivalence of PDAs 
and CFGs, Deterministic Push Down Automata, Two Stack PDA. 
 
UNIT V 
Turing Machines and Undecidability: Basics of Turing Machine (TM), Transitional 
Representation of TMs, Instantaneous description, Non Deterministic TM, Conversion 
of Regular Expression to TM, Two stack PDA and TM, Variations of the TM, TM as an 
integer function, Universal TM, Linear Bounded Automata, TM Languages, Unrestricted 
grammar , Properties of Recursive and Recursively enumerable languages, 
Undecidability, Reducibility, Undeciadable problems about TMs, Post‗s 
Correspondence Problem(PCP), Modified PCP. 
 
Text Books: 

1. Introduction to Automata Theory, Formal Languages and Computation, 
Shyamalendu kandar, Pearson. 

2. Introduction to Automata Theory, Languages, and Computation, Third 
Edition, John E.Hopcroft, Rajeev Motwani, Jeffery D. Ullman, Pearson.  

 
Reference Books: 

1. Introduction to Languages and the Theory of Computation, John C Martin, 
TMH, Third Edition.  

2. Theory of Computation, Vivek Kulkarni, OXFORD.  
3. Introduction to the Theory of Computation., Michel Sipser, 2nd Edition, 

Cengage Learning  
4. Theory of computer Science Automata, Languages and Computation, K.L.P. 
Mishra,Chandrasekaran, PHI, Third Edition. 
5. Fundamentals of the Theory of Computation, Principles and Practice, 

Raymond Greenlaw, H. James Hoover, Elsevier, Morgan Kaufmann.  
6. Finite Automata and Formal Language A Simple Approach, A.M. Padma 

Reddy, Pearson   
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B. Tech  III-I Sem. (IT) 
L T P C 
3 1 0 3 

    15A05602  DATA WAREHOUSING & MINING 
 

Course Objectives: 

 To know the basic concepts and principles of data warehousing and data 
mining  

 Learn pre-processing techniques and data mining functionalities  

 Learn and create multidimensional models for data warehousing  

 Study and evaluate performance of Frequent Item sets and Association Rules  

 Understand and Compare  different types of classification and clustering 
algorithms  

 
Course Outcomes: 

 Understand the basic concepts of data warehouse  and data Mining  

 Apply pre-processing techniques for data cleansing  

 Analyze and evaluate performance of algorithms for Association Rules 

 Analyze Classification and Clustering algorithms  
 

UNIT I 
Introduction: Fundamentals of data mining, Data Mining Functionalities, Classification of 
Data Mining systems, Data Mining Task Primitives, Integration of a Data Mining System 
with a Database or a Data Warehouse System, Major issues in Data Mining. Data 
Preprocessing: Need for Preprocessing the Data, Data Cleaning, Data Integration and 
Transformation, Data Reduction, Discretization and Concept Hierarchy Generation.  
 
UNIT II 
Data Warehouse and OLAP Technology for Data Mining: Data Warehouse, 
Multidimensional Data Model, Data Warehouse Architecture, Data Warehouse 
Implementation, Further Development of Data Cube Technology, From Data 
Warehousing to Data Mining. Data Cube Computation and Data Generalization: 
Efficient Methods for Data Cube Computation, Further Development of Data Cube and 
OLAP Technology, Attribute-Oriented Induction. 
 
UNIT III 
Mining Frequent Patterns, Associations and Correlations: Basic Concepts, Efficient and 
Scalable Frequent Itemset Mining Methods, Mining various kinds of Association Rules, 
From Association Mining to Correlation Analysis, Constraint-Based Association Mining, 
Classification and Prediction: Issues Regarding Classification and Prediction, 
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Classification by Decision Tree Induction, Bayesian Classification, Rule-Based  
Classification, Classification by Back propagation, Support Vector Machines, 
Associative Classification, Lazy Learners, Other Classification Methods, Prediction, 
Accuracy and Error measures, Evaluating the accuracy of a Classifier or a Predictor, 
Ensemble Methods  
 
UNIT IV 
Cluster Analysis Introduction :Types of Data in Cluster Analysis, A Categorization of 
Major Clustering Methods, Partitioning Methods, Hierarchical Methods, Density-Based 
Methods, Grid-Based Methods, Model-Based Clustering Methods, Clustering High-
Dimensional Data, Constraint-Based Cluster Analysis, Outlier Analysis. 
 
UNIT V 
Mining Streams, Time Series and Sequence Data: Mining Data Streams, Mining Time-
Series Data, Mining Sequence Patterns in Transactional Databases, Mining Sequence 
Patterns in Biological Data, Graph Mining, Social Network Analysis and Multi relational 
Data Mining, Mining Object, Spatial, Multimedia, Text and Web Data: Multidimensional 
Analysis and Descriptive Mining of Complex Data Objects, Spatial Data Mining, 
Multimedia Data Mining, Text Mining, Mining the World Wide Web. 
 
TEXT BOOKS: 
1. Data Mining: Concepts and Techniques, Jiawei Han and Micheline Kamber, 

Morgan Kaufmann Publishers, Elsevier, Second Edition, 2006. 
2. Introduction to Data Mining – Pang-Ning Tan, Michael Steinbach and Vipin Kumar, 

Pearson Education. 
 

REFERENCES: 
1. Data Mining Techniques, Arun  KPujari, Second Edition, Universities Press. 
2. Data Warehousing in the Real World, Sam Aanhory& Dennis Murray Pearson 

EdnAsia. 
3. Insight into Data Mining, K.P.Soman, S.Diwakar,V.Ajay, PHI,2008. 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B. Tech  III-I Sem. (IT) 
L T P C 
3 1 0 3 

    15A05604 DESIGN AND ANALYSIS OF ALGORITHMS  

 
Course Objectives: 

 To know the importance of the complexity of a given algorithm. 

 To study various algorithm design techniques. 

 To utilize data structures and/or algorithmic design techniques in solving new 
problems. 

 To know and understand basic computability concepts and the complexity 
classes P, NP, and NP-Complete. 

 To study some techniques for solving hard problems. 

 
Course Outcomes: 

 Analyze the complexity of the algorithms 

 Use techniques divide and conquer, greedy, dynamic programming, 
backtracking, branch and bound to solve the problems. 

 Identify and analyze criteria and specifications appropriate to new problems, and 
choose the appropriate algorithmic design technique for their solution. 

 Able to prove that a certain problem is NP-Complete. 

 
UNIT I 
Introduction: What is an Algorithm, Algorithm specification, Performance analysis. 
Divide and Conquer: General method, Binary Search, Finding the maximum and 
minimum, Merge sort, Quick Sort, Selection sort, Stressen‗s matrix multiplication. 
 
UNIT II 
Greedy Method: General method, Knapsack problem, Job Scheduling with Deadlines, 
Minimum cost Spanning Trees, Optimal storage on tapes, Single-source shortest paths. 
Dynamic programming: General Method, Multistage graphs, All-pairs shortest paths, 
Optimal binary search trees, 0/1 knapsack, The traveling sales person problem. 
 
UNIT III 
Basic Traversal and Search Techniques: Techniques for binary trees, Techniques for 
Graphs, 
Connected components and Spanning trees, Bi-connected components and DFS 
Back tracking: General Method, 8 – queens problem, Sum of subsets problem, Graph 
coloring and Hamiltonian cycles, Knapsack Problem. 
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UNIT IV 
Branch and Bound: The method, Travelling salesperson, 0/1 Knapsack problem, 
Efficiency 
Considerations. 
Lower Bound Theory: Comparison trees, Lower bounds through reductions – 
Multiplying triangular matrices, inverting a lower triangular matrix, computing the 
transitive closure. 
 
UNIT V 
NP – Hard and NP – Complete Problems: NP Hardness, NP Completeness, 
Consequences of beingin P, Cook‗s Theorem, Reduction Source Problems, 
Reductions: Reductions for some known problems 
 
Text Books: 

1. ―Fundamentals of Computer Algorithms‖, Ellis Horowitz, S. Satraj Sahani and  
Rajasekhran, 2nd edition, University Press.2014,  

2. ―Design and Analysis of Algorithms‖, Parag Himanshu Dave, Himanshu 
Bhalchandra Dave, Pearson Education, Second Edition, 2009. 

 
Reference Books: 

1. ―Introduction to Algorithms‖, second edition, T.H.Cormen, C.E.Leiserson, 
R.L.Rivest and C.Stein, PHI Pvt. Ltd./ Pearson Education. 

2. ―Introduction to Design and Analysis of Algorithms A strategic approach‖, 
R.C.T.Lee, S.S.Tseng, R.C.Chang and T.Tsai, Mc Graw Hill. 

3. ―Data structures and Algorithm Analysis in C++‖, Allen Weiss, Second edition, 
Pearson education. 

4. ―Design and Analysis of algorithms‖, Aho, Ullman and Hopcroft,Pearson 
education. 

5. ―Algorithms‖ – Richard Johnson baugh and Marcus Schaefer, Pearson 
Education 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B. Tech  III-I Sem. (IT) 
L T P C 
3 1 0 3 

15A05506            INTRODUCTION TO BIG DATA 
                           (MOOCS-I) 
 

Course Objectives: 

 To understand Big Data Analytics for different systems like Hadoop. 
 To learn the design of Hadoop File System. 
 To learn how to analyze Big Data using different tools. 
 To understand the importance of Big Data in comparison with traditional 

databases. 

Course Outcomes: 

 To gain knowledge about working of Hadoop File System. 
 Ability to analyze Big Data using different tools.   

                                     

Unit-1: Distributed programming using JAVA: Quick Recap and advanced Java 
Programming: Generics, Threads, Sockets, Simple client server Programming using 
JAVA, Difficulties in developing distributed programs for large scale clusters and 
introduction to cloud computing. 
 

Unit-2: Distributed File systems leading to Hadoop file system, introduction, Using 
HDFS, Hadoop Architecture, Internals of Hadoop File Systems. 
 

Unit-3: Map-Reduce Programming:   Developing Distributed Programs and issues, why 
map- reduce and conceptual understanding of Map-Reduce programming, Developing 
Map-Reduce programs in Java, setting up the cluster with HDFS and understanding 
how Map- Reduce works on HDFS, Running simple word count Map-Reduce program 
on the cluster, Additional examples of M-R Programming. 
 

Unit-4: Anatomy of Map-Reduce Jobs: Understanding how Map- Reduce program 
works, tuning Map-Reduce jobs, Understanding different logs produced by Map-Reduce 
jobs and debugging the Map- Reduce jobs. 
 

Unit-5: Case studies of Big Data analytics using Map-Reduce programming: K-Means 
clustering, using Big Data analytics libraries using Mahout. 
 

Text Books: 
1. JAVA in a Nutshell 4th Edition. 
2. Hadoop: The definitive Guide by Tom White, 3rd Edition, O'reily. 

References: 
1. Hadoop in Action by Chuck Lam, Manning Publications. 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B. Tech  III-I Sem. (IT) 
L T P C 
3 1 0 3 

15A04702 EMBEDDED SYSTEMS 
        (MOOCS-I)  
 

Course Objectives: 
• To understand the fundamental concepts of Embedded systems.  
• To learn the kernel of RTOS, architecture of ARM processor. 
 

Course Outcomes: 
After completion the students will be able to 

 Design of embedded systems leading to 32-bit application development. 

 Understand hardware-interfacing concepts to connect digital as well as 
analog sensors while ensuring low power considerations. 

 Review and implement the protocols used by microcontroller to communicate 
with external sensors and actuators in real world. 

 Understand  Embedded Networking and IoT concepts based upon connected 
MCUs 
 

UNIT-I Introduction to Embedded Systems     
Embedded system introduction, host and target concept, embedded applications, 
features and architecture considerations for embedded systems- ROM, RAM, timers; 
data and address bus concept, Embedded Processor and their types, Memory types, 
overview of design process of embedded systems, programming languages and tools 
for embedded design 
 
UNIT-II: Embedded processor architecture      
CISC Vs RISC design philosophy, Von-Neumann Vs Harvard architecture. Introduction 
to ARM architecture and Cortex – M series, Introduction to the TM4C family viz. 
TM4C123x & TM4C129x and its targeted applications. TM4C block diagram, address 
space, on-chip peripherals (analog and digital) Register sets, Addressing modes and 
instruction set basics. 
 
UNIT- III Overview of Microcontroller and Embedded Systems   

Embedded hardware and various building blocks, Processor Selection for an 
Embedded System , Interfacing Processor, Memories and I/O Devices, I/O Devices and 
I/O interfacing concepts, Timer and Counting Devices, Serial Communication and 
Advanced I/O, Buses between the Networked Multiple Devices. 
Embedded System Design and Co-design Issues in System Development Process, 
Design Cycle in the Development Phase for an Embedded System, Uses of Target 
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System or its Emulator and In-Circuit Emulator (ICE), Use of Software Tools for 
Development of an Embedded System 
Design metrics of embedded systems - low power, high performance, engineering cost, 
time-to-market.  
UNIT-IV Microcontroller fundamentals for basic programming    
I/O pin multiplexing, pull up/down registers, GPIO control, Memory Mapped Peripherals, 
programming System registers, Watchdog Timer, need of low power for embedded 
systems, System Clocks and control, Hibernation Module on TM4C, Active vs Standby 
current consumption. Introduction to Interrupts, Interrupt vector table, interrupt 
programming. Basic Timer, Real Time Clock (RTC), Motion Control Peripherals: PWM 
Module & Quadrature Encoder Interface (QEI). 

 
Unit-V Embedded communications protocols and Internet of things 
 Synchronous/Asynchronous interfaces (like UART, SPI, I2C, USB), serial 
communication basics, baud rate concepts, Interfacing digital and analog external 
device, Implementing and programming UART, SPI and  I2C, SPI interface using 
TM4C. Case Study: Tiva based embedded system application using the interface 
protocols for communication with external devices ―Sensor Hub BoosterPack‖   
Embedded Networking fundamentals, IoT overview and architecture, Overview of 
wireless sensor networks and design examples. Adding Wi-Fi capability to the 
Microcontroller, Embedded Wi-Fi, User APIs for Wireless and Networking applications 
Building IoT applications using CC3100 user API. 
Case Study: Tiva based Embedded Networking Application: ―Smart Plug with Remote 
Disconnect and Wi-Fi Connectivity‖ 

 

Text Books:   

1. Embedded Systems: Real-Time Interfacing to ARM Cortex-M 
Microcontrollers, 2014, Create space publications ISBN: 978-1463590154.   

2. Embedded Systems: Introduction to ARM Cortex - M Microcontrollers, 5th 
edition 
Jonathan W Valvano, Createspace publications ISBN-13: 978-1477508992 

3. Embedded Systems 2E Raj Kamal, Tata McGraw-Hill Education, 2011 ISBN-
0070667640, 9780070667648 

References: 
1. http://processors.wiki.ti.com/index.php/Hands-

On_Training_for_TI_Embedded_Processors 

2. http://processors.wiki.ti.com/index.php/MCU_Day_Internet_of_Things_2013_
Workshop 

3. http://www.ti.com/ww/en/simplelink_embedded_wi-fi/home.html 

www.universityupdates.in || www.android.universityupdates.in || www.ios.universityupdates.in

www.universityupdates.in || www.android.universityupdates.in || www.ios.universityupdates.in

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

___________________________________________________________R15 

Page 18 

 

4. CC3100/CC3200 SimpleLink™ Wi-Fi® Internet-on-a-Chip User Guide Texas 
Instruments Literature Number: SWRU368A April 2014–Revised August 
2015. 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B. Tech  III-I Sem. (IT) 
L T P C 
3 1 0 3 

15A10501  COMPUTER ANIMATION 
             (MOOCS-I) 
 

Course Objectives: 

 To understand the computer animation techniques 

  To understand the fundamentals of animation languages 
 

Course Outcomes: 

 Ability to animate different objects and scenarios 

 Ability to design algorithms for animations   

 
Unit I 
Introduction: Perception, the heritage of animation, animation production, a brief 
history of computer animation 
Technical Background: The display pipeline, homogeneous coordinates and the 
transformation matrix, compounding transformations: Multiplying transformations 
matrices, basic transformations, representing an arbitrary orientation, extracting 
transformations from a matrix, description of transformations in the display pipeline, 
round off error considerations, orientation representations 
     
 Unit II 
Interpolation and basic Techniques: 
The appropriate function, controlling the motion along a curve, interpolation of rotations 
represented by quaternions, path following, key frame systems, animation languages, 
deforming objects   
 
Unit III 
Interpolation and basic Techniques: Morphing (2D), 3D shape interpolation 
Advanced Algorithms: Automatic camera control, hierarchical kinematic modeling, 
Rigid body simulation, enforcing soft and hard constraints, controlling groups of objects, 
implicit surfaces 
 
Unit IV 
Natural Phenomena: Plants, water, gaseous phenomena 
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Unit – V 
Modeling and animating articulated figures: Reaching and grasping, walking, facial 
animation, overview of virtual human representation, layered approach to human figure 
modeling, cloth and clothing, motion capture   
  
Text Books: 

1) ―Computer Animation Algorithms and Techniques‖ by Rick Parent, 3rd Edition, 
Morgan Kaufmann Publishers. 

References: 
1. Principles of Three-Dimensional Computer Animation, 3rd ed, Michael 

O'Rourke 
2. The Art of 3-D : Computer Animation and Imaging, 3rd ed., Isaac Victor 

Kerlow, Wiley, 2000.  
3. The Computer Animator's Technical Handbook, Lynn Pocock and Judson 

Rosenbush, Morgan Kaufmann, 2002. 
4. Real-Time Rendering, by Tomas Akenine-Möller and Eric Haines 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B. Tech  III-I Sem. (IT) 
L T P C 
0 0 4 2 

15A10502  UML AND COMPUTER NETWORKS LABORATORY  

 
PART A (Computer Networks): 
 
Course Objectives: 

 Understand the Design and implementation of a computer network 

 Understand the limitations of existing protocols and scope for further 
improvement 

 Understand the working of computer network and Internet. 

Course Outcomes: 

 Design and build computer networks and Internet applications 

 Implement the algorithms studied in computer networks  

 Do projects on open issues of computer network 

 Motivate themselves for higher learning in computer networks specialization 

List of Experiments 
Part A: Computer Networks  

1. Submit a report on the computer network facility available in the college 
including the devices used, topology used, specification of all the equipment 
used etc. 

2. Submit a report on the Internet facility available in the college including the 
specification of the devices used and logical configuration of the devices. 

3. Implement the algorithm for parity method for error control. 
4. Implement the algorithm on hamming method for error correction (both single 

and block errors). 
5. Implement the algorithm for check sum computation. 
6. Implement the shortest path routing algorithm. 
7. Graphically simulate the bit stuffing algorithm. 
8. Implement the distance vector routing algorithm. 
9. Implement the link state routing algorithm. 
10. Study any simulator available in the market and submit a report containing 

executive summary of it and detail description of the features. 
11. Browse the website ietf.org. Submit a report on the Internet standardization 

process. List the RFC documents and classify them based on some criteria. 
12. Submit a report on the cable types used in Data communication and 

Telephone communication. 
13. Consider the nslookup tool supported by the operating system, experiment 

with it and document its features. 
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PART B (UML)  
Course Objectives: 

 Practice the notation for representing various UML diagrams 

 Analyze and design the problem by representing using UML diagrams 

 Become familiar with all phases of OOAD. 
Course Outcomes: 

 Find solutions to the problems using object oriented approach 

 Represent using UML notation and interact with the customer to refine 
the UML diagrams 

  
The Lab is not just about using UML notation. The analysis and design part has to be 
given importance. Students have to analyze, design and model the following using UML 
notation. Students have to describe the problem in their own words, identify the classes, 
and their collaboration in solving the problem. Give proper justification for selection. 
Student has to draw the following diagrams using UML notation. 
UML diagrams to be developed are: 

1. Use Case Diagram. 
2. Class Diagram. 
3. Sequence Diagram. 
4. Collaboration Diagram. 
5. State Diagram 
6. Activity Diagram. 
7. Component Diagram 
8. Deployment Diagram. 

 
Problems that may be considered are 

1. College information system 
2. Hostel management 
3. ATM system 

 
Text Books: 
1) CCNA Study Guide by Cannon, Caudle, chiarella, Cengage Learning, Indian Edition. 
2)―Object- Oriented Analysis And Design with Applications‖, Grady BOOCH, Robert A. 
Maksimchuk, Michael W. ENGLE, Bobbi J. Young, Jim Conallen, Kellia Houston, 
PEARSON, 3rd edition, 2013. 
3) ―The Unified Modeling Language User Guide‖, Grady Booch, James Rumbaugh, Ivar 
Jacobson, PEARSON 12th Impression, 2012. 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B. Tech  III-I Sem. (IT) 
L T P C 
0 0 4 2 

    15A05610 DATA WAREHOUSING & MINING LABORATORY 

 
Course Objectives: 
Learn how to build a data warehouse and query it (using open source tools like Pentaho 
Data Integration and Pentaho Business Analytics), Learn to perform data mining tasks 
using a data mining toolkit (such as open source WEKA), Understand the data sets and 
data preprocessing, Demonstrate the working of algorithms for data mining tasks such 
association rule mining, classification, clustering and regression, Exercise the data 
mining techniques with varied input values for different parameters.   
 
Course Outcomes: 

 Ability to build Data Warehouse and Explore WEKA 

 Ability to perform data preprocessing tasks and Demonstrate performing 
association rule mining on data sets 

 Ability to perform classification, clustering and regression on data sets 

 Ability to design data mining algorithms 
 
Data Warehousing 
 
Experiments: 
Build Data Warehouse and Explore WEKA 
 

A. Build a Data Warehouse/Data Mart (using open source tools like Pentaho Data 
Integration tool, Pentoaho Business Analytics; or other data warehouse tools 
like Microsoft-SSIS, Informatica, Business Objects, etc.). 

(i). Identify source tables and populate sample data 
(ii). Design multi-dimensional data models namely Star, snowflake and Fact 

constellation schemas for any one enterprise (ex. Banking, Insurance, 
Finance, Healthcare, Manufacturing, Automobile, etc.).  

(iii). Write ETL scripts and implement using data warehouse tools  
(iv). Perform various OLAP operations such slice, dice, roll up, drill up and  pivot  
(v). Explore visualization features of the tool for analysis like identifying trends 

etc. 
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B. Explore WEKA Data Mining/Machine Learning Toolkit 
(i). Downloading and/or installation of WEKA data mining toolkit,  
(ii). Understand the features of WEKA toolkit such as Explorer, Knowledge Flow 

interface, Experimenter, command-line interface.  
(iii). Navigate the options available in the WEKA (ex. Select attributes panel, 

Preprocess panel, Classify panel, Cluster  panel, Associate panel and Visualize 
panel) 

(iv). Study the arff file format 
(v). Explore the available data sets in WEKA. 
(vi). Load a data set (ex. Weather dataset, Iris dataset, etc.) 
(vii). Load each dataset and observe the following: 

i. List the attribute names and they types 
ii. Number of records in each dataset 
iii. Identify the class attribute (if any)  
iv. Plot Histogram  
v. Determine the number of records for each class. 
vi. Visualize the data in various dimensions  

 
Perform data preprocessing tasks and Demonstrate performing association rule 
mining on data sets 
 

A. Explore various options available in Weka for preprocessing data and apply (like 
Discretization Filters, Resample filter, etc.) on each dataset  

B. Load each dataset into Weka and run Aprori algorithm with different support and 
confidence values. Study the rules generated.  

C. Apply different discretization filters on numerical attributes and run the Apriori 
association rule algorithm. Study the rules generated. Derive interesting insights 
and observe the effect of discretization in the rule generation process. 

 
Demonstrate performing classification on data sets 
 

A. Load each dataset into Weka and run Id3, J48 classification algorithm. Study the 
classifier output. Compute entropy values, Kappa statistic.  

B. Extract if-then rules from the decision tree generated by the classifier, Observe 
the confusion matrix and derive Accuracy, F-measure, TPrate, FPrate, Precision 
and Recall values. Apply cross-validation strategy with various fold levels and 
compare the accuracy results. 

C. Load each dataset into Weka and perform Naïve-bayes classification and k-
Nearest Neighbour classification. Interpret the results obtained. 

D. Plot RoC Curves 
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E. Compare classification results of ID3, J48, Naïve-Bayes and k-NN classifiers for 
each dataset, and deduce which classifier is performing best and poor for each 
dataset and justify. 
 

Demonstrate performing clustering on data sets 
 

A. Load each dataset into Weka and run simple k-means clustering algorithm with 
different values of k (number of desired clusters). Study the clusters formed. 
Observe the sum of squared errors and centroids, and derive insights. 

B. Explore other clustering techniques available in Weka. 
C. Explore visualization features of Weka to visualize the clusters. Derive 

interesting insights and explain. 
 
Demonstrate performing Regression on data sets  
 

A. Load each dataset into Weka and build Linear Regression model. Study the 
clusters formed. Use Training set option. Interpret the regression model and 
derive patterns and conclusions from the regression results. 

B. Use options cross-validation and percentage split and repeat running the Linear 
Regression Model. Observe the results and derive meaningful results. 

C. Explore Simple linear regression technique that only looks at one variable 
 
Resource Sites: 

1. http://www.pentaho.com/ 
2. http://www.cs.waikato.ac.nz/ml/weka/ 

 

Data Mining 
 

Task 1: Credit Risk Assessment 
 
Description: 
The business of banks is making loans. Assessing the credit worthiness of an applicant 
is of crucial importance. You have to develop a system to help a loan officer decide 
whether the credit of a customer is good, or bad. A bank's business rules regarding 
loans must consider two opposing factors. On the one hand, a bank wants to make as 
many loans as possible. Interest on these loans is the banks profit source. On the other 
hand, a bank cannot afford to make too many bad loans. Too many bad loans could 
lead to the collapse of the bank. The bank's loan policy must involve a compromise: not 
too strict, and not too lenient. 
To do the assignment, you first and foremost need is some knowledge about the world 
of credit. You can acquire such knowledge in a number of ways. 
 

www.universityupdates.in || www.android.universityupdates.in || www.ios.universityupdates.in

www.universityupdates.in || www.android.universityupdates.in || www.ios.universityupdates.in

www.FirstRanker.com www.FirstRanker.com

www.FirstRanker.com



www.F
irs

tR
an

ke
r.c

om

___________________________________________________________R15 

Page 26 

 

1. Knowledge Engineering. Find a loan officer who is willing to talk. Interview her and 
try to represent her knowledge in the form of production rules.  

2. Books. Find some training manuals for loan officers or perhaps a suitable textbook 
on finance. Translate this knowledge from text form to production rule form.  

3. Common sense. Imagine yourself as a loan officer and make up reasonable rules 
which can be used to judge the credit worthiness of a loan applicant.  

4. Case histories. Find records of actual cases where competent loan officers 
correctly judged when, and when not to, approve a loan application.  

 

The German Credit Data: 
 

Actual historical credit data is not always easy to come by because of confidentiality 
rules. Here is one such dataset, consisting of 1000 actual cases collected in Germany. 
credit dataset (original) Excel spreadsheet version of the German credit data. 
In spite of the fact that the data is German, you should probably make use of it for this 
assignment. (Unless you really can consult a real loan officer !) 
A few notes on the German dataset 
 
 

 DM stands for Deutsche Mark, the unit of currency, worth about 90 cents Canadian 
(but looks and acts like a quarter).  

 Owns_telephone. German phone rates are much higher. So fewer people own 
telephones.  

 Foreign_worker. There are millions of these in Germany (many from Turrkey). It is 
very hard to get German citizenship if you were not born of German parents.  

 There are 20 attributes used in judging a loan applicant. The goal is to classify the 
applicant into one of two categories, good or bad. 

 
Subtasks: (Turn in your answers to the following tasks)  
1. List all the categorical (or nominal) attributes and the real-valued attributes 
separately.  
 
2. What attributes do you think might be crucial in making the credit assessment ? 
Come up with some simple rules in plain English using your selected attributes.  
 
3.  One type of model that you can create is a Decision Tree - train a Decision Tree 
using the complete dataset as the training data. Report the model obtained after 
training.   
 
4.  Suppose you use your above model trained on the complete dataset, and classify 
credit good/bad for each of the examples in the dataset. What % of examples can you 
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classify correctly? (This is also called testing on the training set) Why do you think you 
cannot get 100 % training accuracy?  
 
5.  Is testing on the training set as you did above a good idea? Why or Why not ?   
 

6.  One approach for solving the problem encountered in the previous question is using 
cross-validation? Describe what is cross-validation briefly. Train a Decision Tree again 
using cross-validation and report your results. Does your accuracy increase/decrease? 
Why?  
 

7. Check to see if the data shows a bias against "foreign workers" (attribute 20), or 
"personal-status" (attribute 9). One way to do this (perhaps rather simple minded) is to 
remove these attributes from the dataset and see if the decision tree created in those 
cases is significantly different from the full dataset case which you have already done. 
To remove an attribute you can use the preprocess tab in Weka's GUI Explorer. Did 
removing these attributes have any significant effect?  
 

8.  Another question might be, do you really need to input so many attributes to get 
good results? Maybe only a few would do. For example, you could try just having 
attributes 2, 3, 5, 7, 10, 17 (and 21, the class attribute (naturally)). Try out some 
combinations. (You had removed two attributes in problem 7. Remember to reload the 
arff data file to get all the attributes initially before you start selecting the ones you 
want.)   
 

9.  Sometimes, the cost of rejecting an applicant who actually has a good credit (case 
1) might be higher than accepting an applicant who has bad credit (case 2). Instead of 
counting the misclassifcations equally in both cases, give a higher cost to the first case 
(say cost 5) and lower cost to the second case. You can do this by using a cost matrix 
in Weka. Train your Decision Tree again and report the Decision Tree and cross-
validation results. Are they significantly different from results obtained in problem 6 
(using equal cost)?  
 
10. Do you think it is a good idea to prefer simple decision trees instead of having long 
complex decision trees? How does the complexity of a Decision Tree relate to the bias 
of the model?   
 

11. You can make your Decision Trees simpler by pruning the nodes. One approach is 
to use Reduced Error Pruning. Try reduced error pruning for training your Decision 
Trees using cross-validation (you can do this in Weka) and report the Decision Tree you 
obtain? Also, report your accuracy using the pruned model. Does your accuracy 
increase?  
 

12.(Extra Credit): How can you convert a Decision Trees into "if-then-else rules". Make 
up your own small Decision Tree consisting of 2-3 levels and convert it into a set of 
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rules. There also exist different classifiers that output the model in the form of rules - 
one such classifier in Weka is rules. PART, train this model and report the set of rules 
obtained. Sometimes just one attribute can be good enough in making the decision, 
yes, just one ! Can you predict what attribute that might be in this dataset ? OneR 
classifier uses a single attribute to make decisions (it chooses the attribute based on 
minimum error). Report the rule obtained by training a one R classifier. Rank the 
performance of j48, PART and oneR.  
 
Task Resources: 

 Andrew Moore's Data Mining Tutorials (See tutorials on Decision Trees and 
Cross Validation)  

 Decision Trees (Source: Tan, MSU) 

 Tom Mitchell's book slides (See slides on Concept Learning and Decision 
Trees)  

 Weka resources: 
o Introduction to Weka (html version) (download ppt version) 
o Download Weka 
o Weka Tutorial 
o ARFF format 
o Using Weka from command line 

 
Task 2: Hospital Management System 
Data Warehouse consists Dimension Table and Fact Table.  
REMEMBER The following 
Dimension 
The dimension object (Dimension): 
_ Name 
_ Attributes (Levels) , with one primary key  
_ Hierarchies 
One time dimension is must. 
About Levels and Hierarchies 
 
Dimension objects (dimension)  consist of a set of levels and a set of hierarchies 
defined over those levels. The levels represent levels of aggregation. Hierarchies 
describe parent-child relationships among a set of levels. 
For example, a typical calendar dimension could contain five levels. Two hierarchies 
can be defined on these levels: 
H1: YearL > QuarterL > MonthL > WeekL > DayL 
H2: YearL > WeekL > DayL 
The hierarchies are described from parent to child, so that Year is the parent of Quarter, 
Quarter the parent of Month, and so forth. 
About Unique Key Constraints 
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When you create a definition for a hierarchy, Warehouse Builder creates an identifier 
key for each level of the hierarchy and a unique key constraint on the lowest level (Base 
Level) 
Design a Hospital Management system data warehouse (TARGET) consistig of 
Dimensions Patient, Medicine, Supplier, Time.  Where measures are ‗ NO UNITS‘, 
UNIT PRICE. 
Assume the Relational database (SOURCE) table schemas as follows  
TIME (day, month, year),  
PATIENT (patient_name, Age, Address, etc.,) 
MEDICINE ( Medicine_Brand_name, Drug_name, Supplier, no_units, Uinit_Price, etc.,) 
SUPPLIER :( Supplier_name, Medicine_Brand_name, Address, etc., ) 
If each Dimension has 6 levels,   decide the levels and hierarchies, Assume the level 
names suitably.   
Design the Hospital Management system data warehouse using all schemas. Give the 
example 4-D cube with assumption names. 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B. Tech  III-I Sem. (IT) 
L T P C 
0 0 4 2 

            15A99501 SOCIAL VALUES & ETHICS (AUDIT COURSE)  
                   (Common to all Branches) 
 

UNIT  - I 

Introduction and Basic Concepts of Society: Family and Society: Concept of 
family, community, PRIs and other community based organizations and society, 
growing up in the family – dynamics and impact, Human values, Gender Justice. 

Channels of Youth Moments for National Building: NSS & NCC: History, 
philosophy, aims & objectives; Emblems, flags, mottos, songs, badge etc.; 
Organizational structure, roles and responsibilities of various NSS functionaries. Nehru 
Yuva Kendra (NYK):   Activities – Socio Cultural and Sports. 
  
UNIT – II 

Activities of NSS, NCC, NYK:  

Citizenship: Basic Features Constitution of India, Fundamental Rights and 
Fundamental Duties, Human Rights, Consumer awareness and the legal rights of the 
consumer, RTI. 

Youth and Crime: Sociological and psychological Factors influencing youth crime, 
Peer Mentoring in preventing crimes, Awareness about Anti-Ragging, Cyber Crime and 
its prevention, Juvenile Justice 
Social Harmony and National Integration: Indian history and culture, Role of youth in 
peace-building and conflict resolution, Role of youth in Nation building. 
 
UNIT – III 

Environment Issues: Environment conservation, enrichment and Sustainability, 
Climate change, Waste management, Natural resource management (Rain water 
harvesting, energy conservation, waste land development, soil conservations and 
afforestation). 
 
Health, Hygiene & Sanitation: Definition, needs and scope of health education, Food 
and Nutrition, Safe drinking water, Sanitation, Swachh Bharat Abhiyan. 
Disaster Management: Introduction to Disaster Management, classification of 
disasters, Role of youth in Disaster Management. Home Nursing, First Aid. 
 Civil/ Self Defense: Civil defense services, aims and objectives of civil defense, Need 
for self defense training – Teakwondo, Judo, karate etc.,    
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UNIT – IV 
Gender Sensitization: Understanding Gender – Gender inequality – Role of Family, 
Society and State; Challenges – Declining Sex Ratio – Sexual Harassment – Domestic 
Violence;  Gender Equality – Initiatives of Government – Schemes, Law; Initiates of 
NGOs – Awareness, Movements; 
 
UNIT - V  
Physical Education : Games & Sports: Health and Recreation – Biolagical basis of 
Physical activity – benefiets of exercise – Physical, Psychological, Social;  Physiology 
of Musucular Activity, Respiration, Blood Circulation. 
Yoga: Basics of Yoga – Yoga Protocol, Postures, Asanas, Pranayama: Introduction of 
Kriyas, Bandhas and Mudras. 
 
TEXT BOOKS: 
1. NSS MANUAL 
2. SOCIETY AND ENVIRONMENT: A.S.Chauha, Jain Brothers Publications,  
     6th Edition,  2006 
3. INDIAN SOCIAL PROBLEM: G.R.Madan, Asian Publisher House 
4. INDIAN SOCIAL PROBLEM: Ram Ahuja, Rawat Publications 
5. HUMAN SOCIETY:  Kingsley Davis, Macmillan  
6. SOCIETY: Mac Iver D Page, Macmillan  
7. SOCIOLOGY – THEMES AND PERSPECTIVES: Michael Honalambos,  
    Oxford University Press   
8. CONSTITUTION OF INDIA:  D.D.Basu, Lexis Nexis Butterworth Publishers  
9. National Youth Policy 2014 (available on www.yas.nic.in) 
10.TOWARS A WORLD OF EQUALS: A.Suneetha, Uma Bhrugudanda, Duggirala  
      Vasantha, Rama Melkote, Vasudha Nagraj, Asma Rasheed, Gogu Shyamala,  
       Deepa Streenivas and Susie Tharu 
11. LIGHT ON YOGA : B.K.S.Iyengar, Penguin Random House Publishers 
 
www.un.org 
www.india.gov.in 
www.yas.nic.in 
http://www.who.int/countries/ind/en/ 
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